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Abstract. The volume of information in the 21st century is growing at a rapid pace. Big data technologies are used to process modern information. This article discusses the use of big data technologies to implement monitoring of social processes. Big data has its characteristics and principles, which reflect here. In addition, we also discussed big data applications in some areas. Particular attention in this article pays to the interactions of big data and sociology. For this, there consider digital sociology and computational social sciences. One of the main objects of study in sociology is social processes. The article shows the types of social processes and their monitoring. As an example, there is implemented monitoring of social processes at the university. There are used following technologies for the realization of social processes monitoring: products 1010data (1010edge, 1010connect, 1010reveal, 1010equoties), products of Apache Software Foundation (Apache Hive, Apache Chukwa, Apache Hadoop, Apache Pig), MapReduce framework, language R, library Pandas, NoSQL, etc. Despite this, this article examines the use of the MapReduce model for social processes monitoring at the university.
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1 Introduction

We live in an information age where the main products become information and knowledge in the economy. The beginning of the information age can consider the appearance of microprocessors and personal computers. Those who possess them dominate the economy. According to the report of the analytical company IDC “Digital Universe Study”, the volume of digital data was 0.18 zettabytes in 2006, and a volume was 1.8 zettabytes in 2011. In 2020, the volume of stored data was about 55-60 zettabytes. By 2025, it’s up to about 400 zettabytes. Accordingly, managing structured and unstructured data with modern technologies is an area that is becoming increasingly significant [1, 2].

Promptly growing data volume provokes the search for new means for their storage and processing. In this regard, the term “big data” enters.

Big data is structured and unstructured data that is incapable to process by traditional methods of data processing. Traditional processing methods include the following methods:

- The method of comparison is a scientific method of cognition, in the process of its unknown (studied) phenomenon or subjects are compared with previously known ones studied to determine common features or differences between them;
- The grouping method means dividing the entire population of data studied into qualitatively homogeneous groups according to the selected characteristics. This method is most often used to identify the influence of factors on a homogeneous group of different characteristics. Selection correct characteristics is the main task of grouping.
- Graphical method. Graphs are scale images of measures and their dependencies using geometric shapes. A graph is an image of a mathematical dependence in the form of a certain curve that characterizes the changes in a function when the argument (s) change:
  - Balance method. The balance method of analysis is widespread in the practice of accounting and planning, analysis of the availability of the enterprise with labor, financial resources, raw materials, fuel, materials, basic means of production, etc., as well as in the analysis of the completeness of their use. It is used to identify and reflect the ratios, proportions of two groups of interrelated and balanced economic indicators, the results of which should be identical.
  - Horizontal scalability is the main principle of the analysis of big data. It means that with the increase in data volume, it’s necessary to increase the number of computing nodes, without losing performance;
  - Fault tolerance. The number of computing nodes may grow, so the probability of their exit out of operation grows. Therefore, tools of big data should be ready for such situations and are capable to take corresponding measures;
  - The locality of data. It is necessary to store and process data in the same physical server, otherwise the
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expenses of transfer of data between servers can be enormous.

1.1 Big Data solutions

There is a set of various methods and tools for the processing of big data. The international consulting company McKinsey&Company selected several main methods of the analysis of big data.

Data mining methods (DM) are a set of methods for detection in data of earlier unknown, uncommon, practically useful knowledge that are necessary for decision-making. Treat the DM methods:
- Association rule learning. Set of methods for detection of associative rules in data bulks;
- Classification is the purpose of objects, observations, or events to one of the earlier announced classes;
- Cluster analysis is the statistical technique reference of objects to groups by the identification of the general sign;
- Regression is a set of statistical techniques for studying of influence of one or several independent variables on dependent, etc.

Crowdsourcing is a method that allows at the same time different users to make data collection from different sources which quantity is not limited.

Data fusion and data integration are a set of methods for the integration of heterogeneous data from different sources for carrying out over them the intellectual analysis. It is possible to give examples of methods of digital signal processing, natural language processing as an example, including the tone analysis.

Machine learning is a set of methods, the self-training pursuing the aim creation of algorithms based on empirical data. A distinctive feature of machine learning is not the direct solution of an objective, but training during the application of solutions of similar tasks.

Artificial neural networks are mathematical models, which construct based on biological neural networks.

Pattern recognition is a set of methods of classification and identification of images, characterized by a certain property set and signs.

Predictive analytics is a set of methods of data analysis, which concentrate on forecasting of possible behavior of objects for acceptance of optimal solutions.

Simulation modeling is a type of mathematical modeling for the creation of the model, which describes a real system virtually. It use generally for forecasting and carrying out experiments.

Spatial analysis is a set of methods of the analysis of spatial data.

Statistical analysis is a set of methods of collecting, organizing, and interpretation of big data.

Data visualization is a set of methods of data view in the form of diagrams, charts, the animated images, and animation.

The above-presented methods of processing big data are implemented in various tools of different vendors. These include products 1010data (1010edge, 1010connect, 1010reveal, 1010equities), products of Apache Software Foundation (Apache Hive, Apache Chukwa, Apache Hadoop, Apache Pig), MapReduce framework, language R, library Pandas, NoSQL, and others to tools of big data. [3]

Company 1010data offers services of data analysis for receiving more intelligent solutions and acceptance of more optimal solutions for business. For this purpose, it is necessary to place the data on the servers of the company. Products of this company are:
- 1010edge - the intuitive platform of corporate data analysis, the need for data supporting everything, and analytics. Its opportunities are the main providing collecting and management of data, the analysis, and modeling, creation of reports and visualization, application development, sharing and monetization of data;
- 1010connect – the detailed portal allowing to share and control the distribution of data outside the enterprise that allows creating a basis for unprecedented cooperation with business partners or to turn data into the differentiated highly profitable generator of regular income. Its main opportunities are providing own cloud, flexible management and management of permissions, multilevel access, and controlled distribution, safety, and high availability;
- 1010reveal – a set of intelligent solutions for consumers of high definition;
- 1010equities – this product provides alternative solutions for data transmission on the party of the buyer.

The most widespread tool for work with big data is Apache Hadoop that implement based on MapReduce. Apache Hadoop is a set of libraries and utilities for the development and execution of the distributed programs that work at the clusters capable consist of several thousand nodes. Hadoop consists of four modules:
- Hadoop Common is a set of libraries of management of file systems of Hadoop and scenarios of creation of the necessary infrastructure and management of the distributed processing;
- Hadoop Distributed File System – the file system for storage of files of large volumes;
- Yet Another Resource Negotiator – the module of resource management of clusters and planning of tasks;
- Hadoop MapReduce – a program framework for coding of distributed computing based on MapReduce.

Apache built the whole ecosystem around Hadoop that contains the whole set of powerful tools, the facilitating work with big data:
- Hive – the tool for the creation of HiveSQL of requests over big data. It is capable to turn normal SQL requests into a series of MapReduce-tasks;
- Pig – a programming language of requests to big semi-structured data which one line is capable to turn into the sequence of MapReduce-tasks;
- Hbase – a columnar DB which implements based on NoSQL;
- Apache Spark is the engine of the distributed data processing using the Hadoop components (HDFS and YARN);
- Apache Tez – a framework that works over Hadoop YARN for processing of group data, persons in need of integration with Hadoop YARN;
Apache Solr – the instrument of faceted and full-text search, integration with a DB, dynamic clustering, and document handling with a difficult format;

Apache Sqoop and Flume – instruments of data flow control;

Zookeeper and Oozie – tools for coordinating and task scheduling;

Apache Storm – the tool providing safety of stream data processing;

Apache Kafka – the tool for fast processing of program messages between programs.

The Hadoop installation represented a quite difficult task earlier: it was necessary to configure each machine in a cluster. Due to the increase in popularity of an ecosystem of Hadoop, there were companies providing assemblies of an ecosystem of Hadoop and powerful tools for management of a Hadoop cluster. Select with Forrester Research a number of the Hadoop distribution kit: Cloudera, and MapR.

Cloudera is the first company and the leading supplier of Hadoop and possesses its Hadoop distribution kit called by Cloudera CDH. It provides software for gaining access, storage, analysis, protection, and management, and information search. Cloudera has its module of management of a cluster of Cloudera Manager and a quite high price of technical maintenance (= $4,000 a year for one node of a cluster), only big corporations can afford it.

The MapR distribution kit prefers the distributed file system to MapR-FS, own DB of MapR-DB and the unique distributed broker of program messages MapR Event Store instead of Apache Kafka uses. MapR provides a balance between stability and high-speed performance, saving at the same time the simplest uses.

In addition, there is the Russian ArenaData distribution kit, which is completely localized into Russian and based on open the Apache Software Foundation projects.

The Pandas library does Python as a powerful tool for analysis and data visualization. SQL, HTML, Excel files, text files can serve as a data source. The main structures of data storage in Pandas are:

- Series is the indexed one-dimensional array of values;
- DataFrame is the indexed multidimensional array of values in which column is the structure of Series.

R is a programming language for statistical data processing and work with graphics. A distinctive feature of this language is its big range of statistical and numerical methods and expansibility using packets, the libraries providing themselves for the work of special functions or scopes.

NoSQL has no accurate definition. In the general NoSQL – the term for designation of the approaches implementing DBMS different from relational DBMS. Unlike traditional DBMS, NoSQL has the following properties: basic availability, flexible status, coherence eventually. For work with big data of NoSQL uses the Family of Columns model. The systems using this model store data as disperse matrixes where lines and columns use as keys. Generally, this model is used in Apache HBase, Apache Cassandra, ScyllaDB, Apache Accumulo, Hypertable.

### 1.2 Big data application in some scientific fields

The application of big data has found the reflection in many aspects of our life, including in economy (Einav, Levin, 2013), in management and business (Frizzo-Barker et al., 2016), anthropology (Sivkov, 2017), history (Bearman, 2015) and in sociology. [4]

According to McKinsey&Company, there are five basic approaches to the use of big data in an economy:

1. Organization of “transparent” economy;
2. Acceptance of mathematically justified management solutions;
3. Narrow segmentation of clients taking into account personal provisions;
4. Increase in speed in decision-making thanks to difficult analytics;
5. Development of goods and services of the next generation. [5]

According to IDC, 90% of the data stored on servers of the companies is practically useful, but it is not suitable for use. Useful information for business in the company generally obtain from CRM and telephony (automatic telephone exchange). The CRM systems contain information on sales on territories, seasons, the sum, and the number of orders. The automatic telephone exchange contains data on waiting duration on the line, durations of a talk, and algorithms of recognition of the entering and outgoing calls, phone numbers. [6]

Big data is capable to automate and generalize functional approaches to the search and selection of employees, improving the quality of work of personnel and increase in labor productivity, a solution to tasks in the field of education of commands by a ratio of qualities of people in management. The main task of big data is the management of talents and improvement of trial and error methods of personnel in human resource management. [7]

In the first decade of the XXI century, one of the important anthropological problems was the problem of exploiting hidden and inaccessible communities or populations eroded by large populations. Thus, big data with little focus is another way to solve an important ethnographic problem, namely, the problem of identifying the boundaries of some unrepresented or poorly represented community that does not have spatial localization. The contextuality of big data analysis is one of the main requirements on the part of the social and humanities sciences.

The application of advanced information technologies in history forms two new areas of scientific research. These areas are historical informatics and digital history. Historical informatics is positioned as an interdisciplinary direction of historical research, having a balanced relationship of applied (resource) and analytical components (with an emphasis on the latter), and digital history refers to itself as a multidisciplinary field of digital humanities, which is dominated by philosophical sciences and is more associated with the resource component.
2 Sociology and Information Technology

Implementation of big data in sociology generates two types of sociology: computational sociology (computational social sciences) directed to collecting and data analysis; social information science (e-social sciences, digital social researches), intended for accumulation and information analysis.[8]

According to C. Cioffi-Revilla “computational social sciences” is the integrated cross-disciplinary search in social research through calculations at increasing the scale of information processes.

D. Watts considers the term “computational social sciences” as a label which the agent-based models describe simulations. These sciences, interactions that include the analysis of web and large-scale data of observation, virtual experiments in laboratory-style and computing modeling.

There also create the division of computing social sciences in Microsoft Corporation. When determining "computational social sciences" statistics is added, considering that it is the cross-disciplinary area attracting examination, large-scale statistical and techniques of machine learning covering several independent social sciences including sociology, economy, psychology, political sciences, marketing when large-scale demographic, behavioral and network data for research of human activity and relationship prevail.

It is possible to draw the following conclusion following from above-mentioned definitions of this term: Computational social sciences are cross-disciplinary mutual the intersections of computer and social sciences aimed at cross-disciplinary finding in social researches using examination, the methods of machine learning, economies, sociology, psychology, marketing, political sciences.

C. Cioffi-Revilla has proposed five research methods for "computational social sciences," though it should be noted that these methods are not limited to this field:
1. Automatic collecting of information. In "computing social sciences" the analysis of the text and the content analysis on monitoring of information on events and studying political the rhetorician is applied;
2. Analysis of social networks. It is used for the safety of social networks, analysis of people's opinions;
3. Geospatial analysis. Applying geographic information systems, researchers study space layers of distribution of the ideas;
4. Modeling of complexity. Applies mathematical means to the understanding of the interaction between elements in a system as well as definitions of the intensive conflicts;
5. The agent-based modeling. Using this type of modeling, researchers study changes in environments and emergence of the news organizations.

The reverse of "computational social sciences" is social information science. Social information science is the science applying the modern digital technologies directed to studying social problems and opportunities of application of social researches.

One of the main objects of studying sociology is the processes proceeding in society, called social processes. Disagreements between social groups of people, which some groups profit indifference with other social groups of people, are in fundamentals of social processes. Such a deal of things is the natural evolution of society. The formulating criterion of what is the temporary component. This component gives the character of the object, which gives the chance to trace all object properties depending on time. The temporary component is especially interesting in studying social-economic and political processes.

The social process is a change of social character in society, which is caused by the desire of certain groups to influence the current situations in society for the satisfaction of the interests. Sources of these processes are people.

Heterogeneity in positions of subjects of social society defines a vector of social processes that aim to reach a balance with each other. Such interaction of interests of communities has resulted from the actions of unknown forces caused directly by this interaction. The result of these actions sets the direction of social processes. [9] Subordination of social processes by subjects of society to the vector of behavior and option of probable actions is their priority task.

Despite a big variety of social processes, Robert Park and Ernest Burgess are sociologists of the Chicago school of sociology could classify them into six groups:
1. Cooperation is a process association of persons in groups, for the sake of the general interest with the purpose to receive the benefit. For this purpose, mutual respect and the establishment of rules of cooperation in-group are necessary. Sociology is having made observation they established that cooperation is the cornerstone the mercenary purposes;
2. The competition is a fight of subjects for receiving different resources (money, power, love, etc.). In essence, the competition is a fight for remunerations for what it is necessary to be ahead of the rival with the same purposes;
3. Adaptation is a process when there is an adoption of norms and values of the new environment by the individual at the dissatisfaction of norms and values of the current environment of needs of the individual. In this process select subordination, a compromise, and tolerance;
4. The conflict is the process demanding full subordination or open counteraction of change, occurring in society;
5. Assimilation is a process where a part of society loses a certain degree of the cultural lines and replaces them with loans from another part of society;
6. Amalgamation is a process that arises when mixing groups of subjects of society. The difference from assimilation is in what after completion of the process of amalgamation of an edge between groups erase.

There are also added two more processes to these processes: maintenance of borders and systematic communications. Borders between social groups are one of the main aspects of social life. For their maintenance,
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Figure 1. Algorithm MapReduce.

Map stage. At the input, the MapReduce receives data, which is usually stored in files or directories. Data is filtered and preprocessed at this stage. Here, the user-defined map () method processes the data. To implement this method, it is customary to use the Mapper class, which converts the input data into a pair <k, v>, where k is the key, v is the value. This is because MapReduce works exclusively with this data format. At the output of this stage we get list < k, v >.

Shuffle Stage. It goes unnoticed for users. Here, the map () output is sorted by one key obtained at the Map output. The output of this step can be represented as < k, list (v) >.

Step Reduce. The output of the second step is the inputs to the reduce () method, which is implemented by the Reducer class. This user-defined method calculates the end result for a single key. The set of values returned by this step is the output of MapReduce, presented as list < k, v >.

The main advantages of MapReduce are support for parallel data processing and local processing of big data. This means that all functions of the map () and reduce () methods flow independently and in parallel. Note that the functions of the map () method will be executed first, and the function of the reduce () method will be at the top.

The disadvantage of this model is that it completely scans all data at the input and it does not apply indexes, which is not acceptable when making a decision in a short time. The MapReduce model is designed so that both intermediate and final results are stored on disk, which leads to an increase in the number of operations performed, thereby increasing the processing time of large data. [13, 14, 15]
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Shuffle Stage. It goes unnoticed for users. Here, the map () output is sorted by one key obtained at the Map output. The output of this step can be represented as < k, list (v) >.

Step Reduce. The output of the second step is the inputs to the reduce () method, which is implemented by the Reducer class. This user-defined method calculates the end result for a single key. The set of values returned by this step is the output of MapReduce, presented as list < k, v >.

The main advantages of MapReduce are support for parallel data processing and local processing of big data. This means that all functions of the map () and reduce () methods flow independently and in parallel. Note that the functions of the map () method will be executed first, and the function of the reduce () method will be at the top.

The disadvantage of this model is that it completely scans all data at the input and it does not apply indexes, which is not acceptable when making a decision in a short time. The MapReduce model is designed so that both intermediate and final results are stored on disk, which leads to an increase in the number of operations performed, thereby increasing the processing time of large data. [13, 14, 15]
The main task of the university is the socialization of students, i.e. training of students for social life and labor market. [16] It is possible to define as far as the student is ready to social life having analyzed data on students. Moreover, having carried out data analysis it is possible to learn about teachers how they promoted it. It is necessary to define and make observations of social processes at university for a solution to this task.

The main sources of social processes are students and teachers at the universities. The relationship of students with teachers, students, and teachers among themselves is the object of monitoring of social processes at universities.

During the semester and academic year, the university accumulates information and documents of various kinds about students and teachers. The following can serve as sources of information in universities:

- An electronic journal is a journal containing information about the attendance and achievement of students in the disciplines taught by them during the semester. The e-journal contains attendance data obtained by students for laboratory work, presentations, midterms, the score obtained by the student in the exam, as well as the total score for a certain discipline;
- The information system of the university is a single repository of information about the structures of the university, its students, and teachers. This information system can include an electronic journal, remote education support tools, corporate mail, and other components;
- The teacher's plan is the main document of the university teacher, which contains data on educational and methodological work, research work, scientific and methodological work, etc. This plan is for the next school year;
- The lecturer's report is the final document on the scientific staff of the department, containing information on the work done throughout the academic year;
- The final report of the department's employees is a final document containing qualitative and quantitative indicators that characterize the past educational process. Also, this document should reflect the dynamics of the department.

It is possible to define the proceeding social processes at university having analyzed data from these sources. Such data on students are results of intermediate examinations, laboratory works, independent works, and data on attendance, the point gained during a semester, results of exams, and the general point on a subject. Except for data on students, there is collected data about teachers at the universities: an experience, quantity released articles in foreign logs, qualification of teachers, the quantity the leading students, an academic load, a ratio of the number of students to one teacher, to the students teaching the number to groups, projects teaching quantity. It is possible to reveal social processes having browsed these data where the main source is the student and the teacher.

The social process of "cooperation" is presented in the form of combining students into groups, teachers into departments, in turn, groups and departments are combined into faculties.

Also, cooperation includes the unification of students and teachers into teams for start-ups or projects to win various kinds of grants in any competitions or participation in competitions (for example, hackathon). In addition, cooperation is manifested as an association of all university teachers to give appropriate knowledge to the student.

From the above, it can be concluded that in order to determine the social process of "cooperation," students need data on their participation in various events. For each student, the Map () function will receive information about the event and the number of times the student participated in it (for example, <start-up, quantity>, <project, quantity>, etc.). The Reduce () function will determine the total quantity of events in which the student participated. With a high value of this indicator, it can be concluded that the student is easily adapted to cooperation.

The social process of "competition" at the university is expressed as the struggle of students in one specialty for a limited number of scholarships. In this case, the main parameter is the average student score scored during the semester in all passing disciplines.

To identify competition among students in one specialty, it is necessary to have data on the specialty and students studying in this specialty, as well as to have information on the number of places on the scholarship. This will be obtained at the output of the Map () function (<specialty, student>). And in the function Reduce (), students will be sorted by the total score per semester. The first who fall into this number and do not have sections will receive a scholarship during the next semester. The fewer places on the scholarship, the higher the level of competition for the scholarship in the corresponding specialty.

In addition to the above, competition among the research staff of the department is observed as participation in competitions for a free position (for example, head of the department, dean) or in competitions for individual grants.

The social process of "adaptation" is observed in freshmen, where they adapt to the conditions of university life. This process is monitored on the basis of attendance data and performance statistics, and if it is improved, the adaptation process is successful. The end result of this process is graduation, otherwise, the student is expelled from the university.

This process will be monitored as follows. At the Map stage, information about the student will be obtained, or rather, his average points per semester (<student, average score>). In the next stage, the dynamics of this indicator will be studied. The successful end of this process is revealed upon graduation.

In the university, adaptation is also manifested during the communication of the teacher with students, where the student adapts to the conditions of the teacher, and the teacher looks for the desired approach of study. With the negative development of this process, it leads to administrative penalties, sometimes to conflicts.

Also, adaptation includes a student moving from the region to large cities for higher education. In the
In this case, at the Map stage, the specialty is the key, and the value will be the number of graduates working in the specialty, out of the total number. Look like <S, G> and <C, TNG>, where S is a specialty, G is a graduate in the corresponding specialty, TNG is the total number of graduates in the corresponding specialty. At the Reduce stage, the total number of graduates in the corresponding specialty will be calculated. The total number of graduates is necessary to find the percentage of working graduates to the total number of graduates.

An example of an assimilation process among teachers is the upgrading of his skills. This process is also observed in the activities of doctoral students who are just starting to engage in scientific research, and also sometimes works as an assistant.

The social process of "amalgamation" at the university occurs when freshmen are combined into groups, which is an integral part of the university is, where there is a process of exchange of cultural qualities between students.

At the Map stage, a pair <G, Npe> <S, P> will be formed, G is the group in which amalgamation will be evaluated, Npe is the number of no passing exam per one subject, S is the student of this group, P is the student's point per subject. After sorting, the main processing takes place. Here, the average group score per item and the total number of slices per semester are calculated. If the average score per subject is slightly different from the scores of students of that group and the average number of sections does not significantly differ from sections per subject, then it can be concluded that the amalgamation process is successful.

Social borders are selected two groups of people at the universities: students and teachers. In turn, students divide into groups and teachers on departments.

The lesson act here as social communication where the contact between students and teachers is come acts here.

5 Conclusion

Monitoring of social processes is possible to carry out on the following algorithm at the university:

1. It is necessary to define information sources. In this case, sources of information can be the electronic education system, groups of students, and pages concerning the university service;
2. Follows will make the uniform database where would enter all information, received from sources. For drawing up base it is possible to use Hive, Hbase, or something from NoSQL;
3. Further, it is necessary to define data necessary for the definition of social process at the university. Afterward, it is necessary to carry out data analysis for receiving estimates of the social processes, which list above. For definition of estimates of social processes is possible to use Hadoop and its distributors, Spark, language R, and other means of the processing of big data;
4. After receiving estimates of monitoring, it is possible to build forecasts of these or those processes. It is necessary to take the corresponding actions having received the results of forecasts. For forecasting, it is possible to use simulation modeling for the creation of the virtual model of the proceeding processes.
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