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Abstract. Recent developments in the field afiodatbaseddamage detection and vibratibased
monitoring have led to a renewed interest in automated procedures for the operational modal analysis
(OMA). The development of automated operational modal analysis (OMA) procedures marked a
fundamental step towards tlelimination of any user intervention since traditional modal identification
requires a lot of interaction by an expert ugekey for effective automation of OMA dependdon welt

defined modal indicators for a clear indication about which modes & ¢elected as the physical modes.

In all modal analysis, the construction of stabilization diagrams is necessary in order to illustrate, and
decide, if a mode is physical or not for predefined range of the model Gmudéhe other hand, the use of
stablization diagram tools involves a large amount of user interaction, costlyctmsauming process and
certainly unsuited for online applications. Therefore, the development of automatic procedures for the
analysis of stabilization diagrams by resemblilegisionmaking process of a human has been carried out

in recent years. For the sake of clearness, the automation of the interpretation of stabilization diagrams can
generallybe divided into two steps in order to speed up the process: a) eliminationisé nwdes and b)
clustering of physical modes in order to obtain the most representative values of the estimated parameters of
each clustered moddn recent years, several alternative procedures have been prdppshastering
techniques. Therefore this review aims to provide relevant essential information on the recent
developments of cluster analysis in automated OMA. A literature review of existing clustering algorithm
has been carried out to find best practice criteria for automatethlnparameter identification which
involving the general concepts of these techniques as well as the pro and cons of applying these clustering

techniques are also discussed and summarised.

1 Introduction

Recent developments in the field ofmodalbased
damage detectionand vibration-based monitoring
have led to a renewed interest inautomated
procedures for theoperational modal analysis (OMA)
or output-only identification of dynamic parameters.
The development of automated operational modal
analysis OMA) proceduresmarked a fundamental step
towardsthe elimination of any user interventionsince
traditional modal identification requires a lot of
interaction by an expert user It frequently used for
repetitive test or numerous data sets for the same
OMA test. This is crucial for the application of
structural health monitoring (SHM) where the input
data need to be processed analyzed automatically so
that the variations of modal parameter identification
can be straightforwardly identified [1]. A key for
effective automation of OMA is depenad on well-

i Corresponding authomuhd_danial200@yahoo.com

defined modal indicatorsfor a clear indication about
which modes are to be selecteab the physical modes.

In all modal analysis the construction of
stabilization diagrams is necessaryn order to
illustrate, and decide, if a mode is physical or nfr
predefined range of the model ordef1,2]. Since the
model of the system is often oversized, thus, the plot
will contain noise modes and mathematical modes.
The noise modes are caused by physical reasons, while
the mathematical modes are generated to ensure the
mathematical description of the meased data.
Theoretically, the physical poles shoulthe stabilized
and can be easily identifiable alonghe vertical
alignment of stable poles, whereas the computational
or mathematical poles are scattered, showing the
criterion of the unstable polesin the stabilization
diagram. This is based on the comparison of the poles

associated with a given model order with those attained
from a oneorder lower modej3].
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On the other hand, he use of stabilization
diagram tools involves a large amount of user
interaction, costly, time-consuming process and
certainly unsuited for online applications Therefore,
the development of automatic procedures for the
analysis of stabilization diagramsby resembling
decisionmaking process of a humahas been carried
out in recent years.For the sake of clearness, the
automation of the interpretation of stabilization
diagrams can generallype divided into two steps in
order to speed up the process: a) elimination of noise
modes and b) clustering of physical modes in ordter
obtain the most representative values of the estimated
parameters of each clustered modi4]. In recent years,

clustered objects should then reveal higlinternal
(within -cluster) homogeneity and high external
(between cluster) heterogeneity{5]. In the case of
parametric identification techniques that apply the
model of several orders, the aimare to cluster the
mode estimates that posseassimilar physical mode.
For instanceall the modes estimat¢he corresponding
natural frequency and modal damping ratibased on
the results provided by five model ordersas show in
Figure 2 below. The easiest way to do clusteznalysis
is by making the figure simpler by showing only the
physical modes. In a real applicationsome further
points randomly scattered would be present.
Typically, the cluster analysis is to group the points

several alternative procedures have been proposed fothat are near to each othe(circles of the figure).The

clustering techniquedn the following section will be
discussed aboutthe main procedures of cluster
analysis

Thus, the automatd OMA consists of the
following stepsand clearly illustrated in Figurel:
(1) Measure the responses of the structure and
estimate the modal parameters using a high model
order, nmodes.
Construct Stabilization diagram by estimating
poles with an increasing model order and
illustrate, and decide, either mode is physical or
computational modes
Classify the n modes in physical and
computational modes using a clustering algorithm.
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Fig. 1. Steps of the proposed methodology for automated
OMA.

This review aims to provide relevant essential
information on the recent developments ofcluster
analysisin automated OMA. A literature review of
existing clustering algorithm has been carried out to
find best practice criteria for automated modal
parameter identification which involving the general
concepts of these techniques as well as the pro and
cons of aplying these clustering techniquesare also
discussed and summarised.

2 Cluster analysis

Cluster analysis is a technique to classify or group
objects regarding tkir characteristics The classified or

conceptsgraphically illustrated for a case where only
two variables are consideredThe maximumnumber
of variables usedor graphical interpretation is three,
more than that is considered impossibl@he variables
or modal quantity can be matural frequency modal
damping ratio, mode shape (projected onto a fixed
vector), modal participation and mode shape scaling

[1].
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Fig. 2. Scheme tdllustrate the application of clustering
algorithms.

Most commonly used clustering algorithms can
be classified into hiree general categories: hierarchical
partitioning methods and lstogram analysighat will
be discussed in the next section.

2.1. Hierarchical clustering

Hierarchical clustering algorithmsare constructed by a
hierarchy of a treelike structure. Theoretically &
initial, each objectis consideredasa cluster Then,the
two nearestclusters (or individuals) are jointogether

to becone a new aggregate clustewhich can reduce
the number of clustersby one in each stepntil the
distance between all remaining clusters is larger than a
userdefined threshold value Finally, all individuals
are grouped into one large clusters shown inFigure 3
below [6].
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Fig. 3. Hierarchical clustering.

Thus, the execution of theof the hierarchical

algorithms consist of the following key steps:

(1) calculation of the similarity between every pair of
objects in the dataset,

(2) connecting of the objects in a hierarchical tree
and,

(3) lasty, the definition of a rule to cut the
hierarchical tree at a certain level, assigning all
the objects of each branch to a single cluster.

There is a different application of hierarchical
algorithms such assingle linkage, complete linkage,
average linkage, Ward’s methagdand the centroid
method depends orthe distance between clustel$].

In a literature, Verboven P, et al. usechierarchical
clustering for analysis stabilization diagrams by the
application of the LSCF method (Least Squares
Complex Frequency Domain) to datasets collected in
an experimental modal analysi§7]. In the proposed
method, only the group of the estimated pole is
considered, while mode shapes are neglected and only
applied in a second phas® assess the quality of the
formed groups.Meanwhile, Pappa et al. wergossibly
the primary applied such an approach, using the
eigenfrequerty difference and the MAC value as
distance measuref8]. Even though, such an approach
was not clearlydefined as'hierarchical clustering’ but
it worked effectively for automaing the Eigensystem
Realization Algorithm (ERA) for an experimental
modal anaysis (EMA) of the Space Shuttle tail rudder
[9]. The following research was expanded by applying
genetic algorithms, to find the ‘optimal’ ERA
parameter values (besides ff)0]. Moreover, Chauhan
and Tcherniak[11] did a bit changes fronmthe original
approach of Pappa et a8]. Goethals et alintroduced
another way of distance measureintegrating the
eigenfrequency and damping ratio differencdl12].
Thus, such an approach capable to detedbsely
spaced modesia the presence of modewith the same

model order in the same cluster;and then
distinguished using the MAC value. Allemang et al.
applied anotherdistance measure, namely the MAC
value between extended, poleveighted mode shape
vectors that areobtained from each mode insteadf
the mode shape[13]. Verboven et al. proposed an
alternative approach where it is presumedthat the
number of modes in one cluster is greviously
identified but this israrely to occur[14]. An effective
application of hierarchical clusteringwas stated by
Magalhdes Fet al., who analyzed more than 2500
high-quality data sets collected on a 280 -gpan
concrete arch bridge[15]. Besides that,the similar
researchers are then proposedternative hierarchical
algorithms to calculatethe distance between already
formed clustersby using the dngle linkage [6]. By
using this approachthe distance between two clusters
is equal to the smallest distance between objects inside
the two clusters In the selection of the tree cut level
for the hierarchical tree is based onthe maximum
limit for the distance between any point and its closest
point of the same clusterlt has the great advantage of
requiring only two userdefined parameters, which are
the maximum limit for the distance between any point
and its closest point of the same cluster artthe
number of expected modeas well asdoes not require
the previous construction of a stabilization diagram,
because all mode estimates, stable or unstable, are
considered However, it has the drawback of
demanding much more usedefined parameters
particularly in the selection of stable poles.

The hierarchical algorithmshave the benefit of
being deterministic and allowing agood selection of
the final number of clusters,based on the previously
constructed hierarchical treeHowever, they have the
drawback of being computationally demanding in the
presence of many individual®ecausehe similarity of
each pair needcs to be computed.In addition, it very
sensitive to outliers.

2.2. Partitioning methods

Partitioning methods are from non-hierarchical

clustering proceduresnd often referredto as kmeans

clustering. Generally, this method works by assigning

objectsinto a predefined number of clustergK) using

the following procedure

(1) Specifythe number of random seedskirnals) or
provide seedsas the initial clustercenters.

(2) Assign samples tonearest’ seed by previously
specified threshold distance

(3) lteratively reassignsamples to groups irorder to
minimize within -group variability (i.e., assigned
to agroupwith ‘closest’ centroid).
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The result is a set of clusters that are as compact and
well-separated as possibl@he following procedure
was illustrated inFigure 4 below.
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Fig. 4. Partitioning clustering.

In references non-hierarchical algorithms were
appliedfor autonomouslyanalysisdata in stabilization
diagrams[12,16,17] In the early phase the estimated
modes are displayedike in the scheme presented in
figure 2 and a clustering technique igoint with self-
learning algorithms which allow a better selection of
the algorithm parameters and theevaluation of
physical orcomputational of the attained clusters.An
enhancement of the Kmeans algorithm, namedas
Fuzzy Cmean clustering algorithm was then
introduced which operated by giving a membership
gradeinstead ofrelating an object to a certain group
when distinguishing physical poles from
computational modes resulting from afrequency
domain maximum likelihood estimator (MLE) for a
single model orderthat applied toexperimentalmodal
analysisdata[16,18] The differenceis based on a total
of six characteristics that include, for instance, the
standard deviation of thepole estimate, which is an
output of the implemented identification algorithm,
and indices thatassesghe complexity of the mode
shape estimates.Otherwise Scionti and Lanslots
applied fuzzy CG-means clustering to group the modes,
present in a stabilization diagram, directly into a user
defined number of clustersand represented in
damping vs frequency diagranjl9]. However, this
approach haddrawbacks ofpredefined the number
clusters, several nonintuitive improvements to the
basic Cmeans clustering algorithm anddid not
provide a reliable outcome regarding combination
with genetic algorithms. The following approach, a
Fuzzy G mears clustering algorithm with using the
representation ofthe poles in the zplane was then

introduced to cluster all the mode estimates from
several datasets instead of using classical
representation on a damping vs frequency diagratue

to the coefficient o variation of the damping estimates
is significantly larger than frequency estimate$l7].
However, the shape ofclustersleadsto more spherical
nature.

The partitioning methods havethe advantageof
being fast processing algorithmthan hierarchical
clustering for many variablesBesides that, it pssibly
will  produce tighter clusters than hierarchical
clustering However, theseclustering procedureshave
the drawbackof the needto predefine the number of
clusters and thenecessityto choose the clusters seeds
Besides that,they have the limitation of not being
deterministic nature of the solution as leads to
produce inconsistent resultglue tothe frequent use of
a random selection of the seeddn addition, most of
these clustering techniques areprone to finding
elliptical and spherical clusters.

2.3. Histogram analysis

Histogram analysiss based on the counted number of
(stable)modes in a narrow bin of the frequency aixis
the stabilization diagrat20].

In referencesScionti et al.[21] use this as the
basis for an automated modal parameter estimation
procedure thatan reduce theiserdefined parameters,
including the bin width Its performance wasssessed
based omanually selected modes fdispersediata. A
great combination was shown fothe PolyMAX
identification method[22] that can provide a clear
stabilization diagram buiiasedfor modal damping ratio
estimates[23]. On the other hand, histogram analysis
was brought poor performancir the leasisquares
complex exponential (LSCE) idefitation method24].

3 Conclusions

This review will serve as a base for future studies
enhandng the automation of OMA methodas modal
information engine in structural health monitoring
(SHM) systemdoy reducing some common drawbacks
of available automated OMA methodas stated below

e Identification of actual modes was based on
several statically set parameters;

e A time-consuming calibration process for each
monitored structure was required at startup;

e The static identification of thresholds and
parameters was often inadequate to follow natural
changes in modal properties of structures due to
damage or environmentagffects

Thus, an alternativeapproachwas required to avoid
the tuning of analysis parameters at startuignd these
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