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Abstract. This work deals with algorithms of 3D object representation with due regard to their construction specifics. The criterion of the integral adjacency of an unambiguous/fuzzy truth value to the absolute truth value is analyzed.

1 Formulation of the problem

The development of information technology it is especially effective to use three-dimensional models in the industry, mechanical engineering. To optimize the representation of a three-dimensional object, it is necessary to take into account the features of its design.

2 Multicriteria convex programming problems

The system (4.3) is a formal representation of the multicriterion problem [4-7], which cannot be expressed with a single indicator.

Let us consider the system developed on the basis of the algorithm, as a system with several target parameters. When implementing the algorithm for saving a 3D image, the volume of the resulting file tends to the minimum, the quality of the resulting image tends to the maximum, the selected subset of fragments tends to the minimum. In the case of a deeper analysis, additional criteria may appear [1]. As can be seen from the conditions of the task, one of the criteria must be turned to the maximum value, and the other criterion must be turned to the minimum.

Let us try to present the desired indicators in the form of some controlled parameters, for example, \( a_1, a_2, a_3, ..., a_r \); then the whole task will be to find point \( \mathbf{a}^{(0)} \in A \). The specified point will allow receiving a universal result for all indicators at once if they are presented in the form of function \( F_1(\mathbf{x}), F_2(\mathbf{x}), ..., F_r(\mathbf{x}) \). Obviously, this problem has no solution for the general case. The only solution is to choose the optimal combination of indicators that fit each criterion. Search for these combinations is carried out by trial and error or intuitively. A certain value \( R \) can be so large that its growth does not affect the extremum point (min). At present, it is possible to easily calculate the values of \( R \) by
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means of convex programming problems [2]. To reduce the complexity that can be caused by a gradient break, it is recommended to use the following:

\[ S_R(x_1, x_2, ..., x_n) = f(x_1, x_2, ..., x_n) + R \sum_{j=1}^{m} \mu^2(\varphi_j(x_1, x_2, ..., x_n)), \] (1)

applying at that the quadratic penalty function. Depending on the conditions of the problem, the function \( S_R \) can be smooth, then it is quite easy to find its minimum with the help of a set of gradient methods. However, for large values of \( R \), the calculation is slow, and the obtained results are not accurate.

Next, let us turn to the consideration of multicriterion problems, which is directly applicable to the problem stated in this paper.

With a single target parameter, expressed through parameters that can be controlled, only one objective function is obtained.

In computer graphics, similar problems [7] arise during processing small images and with minimum requirements to the result. In the case of processing 3D images obtained by scanning in real time mode and requiring immediate processing, the interaction of many parameters is detected, and it is obvious that the efficiency of their work cannot be expressed in one parameter.

In our case it is desirable to get an image of the highest quality with a minimum size, minimal artefacts within minimal time.

When processing each particular object, it is likely that additional parameters will be detected. As follows from the above, many indicators, some of which tending to a maximum, others tending to a minimum, are a typical example of a multicriterion problem [3].

### 3 Pareto solutions

Let us denote all parameters of interest as \((x_1, x_2, ..., x_n)\).

Our task will be to search for a global extremum [5] for a certain point for several functions \( f_1(x), f_2(x), ..., f_k(x) \) at once.

It is obvious that the stated problem has no solution for the general case. In order to choose the optimal solution [7], it is necessary to find such variants that will be suitable for all criteria at once.

To make this choice, you need to apply additional parameters. As is known, in set \( M \) one can select a subset \( p \) of the so-called Pareto solutions, from which the choice of the compromise variant is made.

Further, let us introduce the definition [6] that for each multicriterion problem there is a Pareto solution: this is a certain point which allows achieving the desired best value for one of the parameters, while the other parameters do not change for the worse.

Therefore, the given point is characterized by such a property that if \( f_i(x) > f_i(x) \) holds, then one can find such \( j \) \((1 \leq j \leq k)\) that \( f_j(x) < f_j(x) \).

![Fig. 1. Example of Pareto solutions.](image-url)
Based on the definition, we can make the following conclusion: Pareto solution is a solution that surpasses all possible solutions to meet the requirements of the conditions and limitations of the system. In most cases, the resulting set of Pareto solutions [4] is less than the given set.

Let’s consider an example: let there be two criteria in the given condition, therefore, for each value of \( x \) that enters the set, there is a corresponding point with the coordinates obtained from these functions. As seen from the figure, the Pareto solutions are located along arc \( AB \). However calculating Pareto solutions is a challenging task. Below we consider the possible solutions, which are applicable to the conditions of the research problem.

\[
\sum_{i=1}^{k} a_i f_i(\bar{x}) \rightarrow min, \bar{x} \in M ,
\]

where \( a_i \) is a weight number (positive number). This element determines the importance of the criteria. There is direct relation between them: the higher the coefficient, the more is the importance, and vice versa: the lower the ratio, the less is the importance. It should be noted that in the case of all convex functions, the minimum point always belongsto the Pareto set of solutions.

Similarly, from the set of Pareto solutions it is easy to obtain the minimum point. The above-described coefficients are selected experimentally.

The next way is to choose the main indicator [1,6]. Heuristics is applied again. And the main indicator is chosen based on experiments or expert opinion. The chosen main indicator must be brought to either a minimum or a maximum depending on the conditions of the task. The remaining indicators change, but within the specified range, thus the set goal is achieved.

It is also possible to use the method of successive concessions, when all available functions are arranged in descending order, depending on their significance for a particular task. The solution is searched from the end of the sorted list. Further it is necessary to rise higher and each time to change the values according to the conditions of the current criterion, thus at each step a new criterion is obtained. The resulting point will be considered to be the solution of the problem.

### 4 Conclusion

In the resuscitation of research in the work, the algorithms for the 3D engineering object were studied, taking into account their structural features. Also, the effectiveness of multicriterial tasks, issued for solving the following problems, was confirmed: solutions for saving and processing.

From the above it is obvious that for each multicriterion task, it is necessary for the user to participate in assessing the importance of the criteria.
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