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Abstract. Increase the processing power in less time with high performance low-cost process is important for universities, for this reason computational clusters take paramount importance nowadays. In this paper it is shown the study of the performance time of a group that has been physically configured with a node and 3 nodes with the Core 2 Duo Quad processors, which have a Scientific Linux operating system and a cluster management software called HTCONDOR which is described in the C language, to obtain the prime numbers in a range of 1 to 15 million and thus be able to launch the process from the point of destination to the worker nodes divided by groups of 5 million and take the measure of time. Achieving the difference between runtime on a PC and a high-performance cluster.

Index Terms—Computational high performance, Cluster, HTCondor, Programming Parallel.

1 Introduction

The construction of the high performance cluster arises from the necessity of implementing a tool to support the projects and other research and academic activities of the different faculties of the university and other regional organizations.

Generally speaking, many researchers about high computing performance use technologies that allow us to increase the computing capacity, in order to gain extra speed point’s capacity to offer faster and more accurate results. It allows researchers to make use of these tools according to the focus of their research.

This article describes the cluster configuration and the tools used for its management and launching processes, then, the conducted study is presented to obtain the measurement performance, it uses a simple algorithm created in C language, it launches the work in the computational cluster and in a personal computer with average characteristics.

1.1 Background

Different cluster infrastructures have been implemented in the world; in fact, they have high performance characteristics, some of them are: Beowulf, Berkely NOW, Google, Cluster PS2, and Thunder, among others. Nowadays, there is an event or ranking called TOP500, this project started in 1993 as a need to find the definition of Supercomputer and conduct comparable statistics to measure the performance of these machines.

In Colombia, clusters are usually used to optimize the performance and availability of the devices, this type of supercomputing structure is more economic than individual computers of comparable speed and availability. It offers lots of resources towards the educational and research field of the computers such as the development of research projects. That is why some universities of the country are starting in the parallel and high performance computing field. Among the main universities that are part of this growing group are the Javeriana University, the University of the Andes, the Autonomous University of Manizales, the Industrial University of Santander, the Pontificia Bolivariana University, among others that are developing this tool to get into this great community, as well as the UCEVA. This list of universities that have a computer cluster, they have also used the setting tool, the management tool HTCONDOR, as a common factor. This can be attributed to a large extent to the training provided by Grid Colombia 2 and those universities that are part of this great network. Each one of these infrastructures has been created in order to encourage the development of research in your institution.

2 Theoretical Framework

A computing cluster is similar to a supercomputer but it has low price, where several computers are connected to achieve power and performance which is better than a normal computer. So, their individual power is added and grouped to carry tasks that require a great power...
potential, it is almost the same when forecasting to establish future predictions with high precision, simulating the behavior of protein synthesis, modeling large amounts of information etc. In fact, this article focuses specifically on high-performance clusters, which are designed to perform computing operations that require a large amount of processing and calculation, the implementation of this type of cluster allows the machines that make part of them work in parallel. Similarly, it reduces time in order to accomplish tasks comparison to computers of normal yield in which a task would take much more time. It is important to say that computing cluster is a great advantage regarding with costs which allows institutions and medium-sized companies to carry out the creation of a cluster of this type. Fig. 1. Caption of the Figure 1. Below the figure.

2.1. Cluster configuration

Generally speaking, the configuration of a high-performance computer cluster consists of two parts. The first is the software: an operating system specially designed for this task (for example a modified Linux kernel), compilers and special applications which allows the programs running on the system and take advantages of the cluster, the second part is the hardware that consists of computers connected network.

2.2 Physical computational Cluster configuration

In order to implement computer cluster in the UCEVA, the Scientific Linux operating system was used, which is a version of Linux created by Fermilab as the cluster administration tool HTC Condor. The following shows the configuration of three workers nodes and a main node called the c-head node that uses HTCondor to manage the tasks in the cluster.

2.3 HTCONDOR and its universes

The HTCONDOR is an Illinois University’s framework that is in charge of the administration of the high performance cluster with version 7.4.2 of the HTCondor. The basic operation of HTCondor consist of sending a work, it queues it, then it executes and finally it notifies the results.

It is described in more detail below

- Condor will usually be used to run tasks that will take a long time to obtain their results it is also to launch a program repeatedly.
- A shipping description file must be written with the Condor Submit command. Eventually, HTCondor looks for new jobs, and when it find them, HTCondor adjusts them according to the available resources.
- When there is an available machine, the work is sent for its execution. It may happen that in the best case it finishes correctly and the results are sent where the user specified it. In the event that the machine executing the work is occupied externally by a user, the state is saved if the "standard" universe is used through a "checkpoint".
- The right universe must be chosen for its execution.
- HTCondor will not always use all the computer equipment, it will only use them when the mouse or the keyboard are not used.

3. Calculation study of computational cluster performance

The theoretical performance of the computational cluster is obtained by adding the capacity in FLOPS (floating point operations per second) of each CPU of the worker nodes; it is given by the manufacturer of the processors for a total of 115.2 GFLOPS. In this study we are interested in finding to what extent is the performance of the cluster compared to a personal computer in a simple calculation task.

3.1 Structure

How can we measure the time difference between the computer cluster and a personal computer?

Is the result of the execution time of a simple algorithm in the computational cluster considerably smaller than that of a personal computer?

These questions were asked with the goal of obtaining visible and easy to show results to the academic community of the faculty.
3.2 Experimental Design

In this section we will explain in detail the performance time study of a cluster that has been physically configured with a head node and 3 worker nodes with core 2 duo quad processors which have a Scientific Linux operating system and a management software called HTCONDOR. It allowed to program an algorithm in C language, in order to obtain the prime numbers in a range from 1 to 15 million. This way, it is be able to launch the process from the head node to the worker nodes divided by groups of 5 million and take the measurement of time. In turn, the same algorithm was executed on a personal computer with common characteristics and it was taken at the time it took to complete the test. Finally, times were compared and plotted for a better visibility of the results.

3.3 Test configuration

In order to measure the cluster performance, the algorithm that calculates the prime numbers written in C language is going to carry out and that is found in a range of values defined by the user in the input parameters inserted in a job. Comparing it with the result of done by the same work on a personal computer with average characteristics.

The application is going to take the initial and final ranges of the calculation of the prime numbers that we want to find by taking the strategy of dividing the problem into multiple subproblems of equal complexity to be distributed in the cluster giving as a result, a greater speed in the processing of the data since they are the nodes responsible for processing and send the response to the main node.

The code of the application can be showed through the Nano NPrimos.c command:

```c
#include <stdio.h>
#include <stdlib.h>
#define true 1
#define false 0
/**
 * Verifica si el número especificado es primo o no.
 * @param int Número a verificar.
 * @return int true es primo, false no.
 */
int isPrime(int num)
{
    int i = 0;
    int start = 2;
    int end = num;
    if(num == 2 || num == 3 || num == 5 || num == 7 || num == 11)
    {
        return true;
    }
    if(num % 2 == 0)
    {
        return false;
    }
    for(i=start; i<=end; ++i)
    {
        if(i != num && num % i == 0)
        {
            return false;
        }
    }
    return true;
}
int main(int argc, char *argv[])
{
    int start, end, i, val;
    if(argc != 3)
    {
        printf("Usage: %s <start> <end>\n", argv[0]);
        exit(1);
    }
    start = atoi(argv[1]);
    end = atoi(argv[2]);
    for(i=start; i<=end; i++)
    {
        val = isPrime(i);
        if(val == true)
        {
            printf("%d
", i);
        }
    }
    exit(0);
}
```

Figura 2. Código en lenguaje C, para generación de números primos

The code was done in C language and implemented in HTCondor under the commands and functions that this tool brings, the tests were made in the universe of standard configured in the cluster. Through the following command:

```
Condor_compile gcc NPrimos.c –o Primos
```

For the example case, we are going to look for the prime numbers from 1 to 15,000,000 and divide them into 3 sub-works with ranges of 5,000,000 items each to be distributed in the different nodes
Once we have the file you must upload it to the cluster for processing, it is done with the following command:

```
Condor_submit Primos.Submit
```

In order to check that the works have been successfully uploaded, we can see them through Condor_q. Once the jobs in the cluster have been processed, we will have several extension files: .error, .out and .log. As we can observe in the file Primos.Submit in these files will remain the errors or the answers of the nodes and we obtain the results of the prime numbers by the rank that was given to each one in the file Primos.Submit.

Comparing the obtained results, we can observe that a better time was achieved with the cluster that only took 22 minutes in consideration with the 386 minutes of the personal computer, which correspond to a performance greater than 18 times over the personal computer. This is due to the fact that each node of the cluster worked simultaneously and it is possible to process more data in a shorter time.

The comparative graphs are shown below:

![Comparative time chart](image)

### 4. Conclusions

4.1 As a result of the study, an application was created whose objective is to use the calculation potential of the Computational Cluster, and execute it under one of the environments that allows HTCondor (standard). The application also verifies its operation, and it shows that this tool can be used in an area of knowledge for educational purposes. This tool is able to demonstrate that the performance of the cluster is better in comparison to a daily use equipment with good characteristics.

4.2 The test consisted in the calculation of the prime numbers in a range of 1 to 15,000,000, they were selected and stored in a file for analysis in a computer of normal characteristics, this test lasted approximately 6:30 hours, in the same programming language and the pc only dedicated to this work. In the cluster, this same test lasted 22 minutes, it gave result in a time optimization of 18 times due to the processing power provided by this tool; it demonstrated the power computing that provides the union of several work teams performing a distributed task.
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