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Abstract. The article outlines selected methods for analyzing business processes: their definitions and instances. The methods for analytical processing of processes constitute a component of the Business Intelligence environment - process warehouses, including methods for analytical processing and exploration of the collected process definitions and instances - i.e. process mining. One of the main elements of the analysis of processes is to determine the similarity between them. In systems for analyzing large sets of elements, the method of determining similarity should be efficiency because is the basis for others analysis methods, e.g. clustering, classification, etc. A method for analyzing structural similarity of business processes, based on the similarity of sequences of genetic tags of such processes, was presented using the similarity analysis methods based on the editing distance and the developed methods of structural similarity: GNM, DNM, GCM, DCM. The presented similarity methods were used to clustering processes and to determine the central element of the cluster. The developed methods form the basis for the development of similarity methods extended to aspects of semantic similarity of business processes and methods of analysis and exploration of processes.

1 Introduction

The process automation systems are more and more commonly used in business, especially the workflow systems. After the standard for modeling business processes, i.e. BPMN v1 and v2 [1-3] (Business Process Model and Notation), developed by BPMI (Business Process Management Initiative) and OMG (Object Management Group) was introduced, the systems based on the process approach started to grow dynamically. The graphical notation of the process presented in the BPMN standard is in human-readable form. On the other hand, the following formats are used for the purpose of exchange allowing clear interpretation: XML Process Definition Language (XPDL) [4,5], developed by Workflow Management Coalition (WfMC) and adapted to exchange process definitions saved in such a format between the systems, and BPDM (Business Process Definition Metamodel) format, developed by OMG, describing metamodels to define terms, relationships and their semantics used to exchange business process models between various tools for process modeling. The workflow systems created on such a basis and widely used are currently one of the most basic solutions applied in the management supporting systems. Such group of systems also includes process automation systems – the workflow systems, in particular the Workflow Management Systems (WiMS) [4, 5, 6]. The main purpose of such IT systems is to process the process instances, according to the modeled business process definition. It should be mentioned that the main task realized by the WiMS systems is the processing of processes in accordance with their definitions, not activities described thereby. The implementing systems or specialized services, independent of WiMS, are responsible for performing activities and works described in the processes.

2 Warehouse of business processes and process mining

The system for the business process analysis is categorized as the Business Intelligence (BI) system, based on or otherwise significantly supported by business processes [6-8]. One of the main task of the BI systems is to analyze the collected definitions and instances of business processes aimed at increasing their efficiency and effectiveness in the ever-changing business environment through their modification, improvement and optimization. The variability of the environment, legislation, organization, and economic situation makes it necessary to continuously introduce changes and upgrades of the process to increase its efficiency in broad context. The so improved processes feed the process automation systems (workflow systems) as well as process analysis and exploration systems [9-17]. The use of the process warehouse, including process exploration, makes it possible to perform an in-depth analysis of the processes gathered in the warehouse [7-11], by applying special tools for process exploration, which may use various methods, e.g. analytical, forecast, simulation [12], structural, semantic, etc. The process warehouse as well as process exploration tools should be
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included in the group of the Business Intelligence systems.

Fig. 1. Architecture of process warehouse [15]

The functioning of the process warehouse in the organization is aimed at streamlining the management and decision-making processes by providing current data and information regarding the implementation of business processes. The main tasks of the process warehouse are, among other things, the following [15]:

- integration with the process runtime environment, allowing to transfer data in time cycles and via an online model;
- possible extraction and upload of the processes and process instances;
- processing of data with the process definitions and instances derived from the process runtime environments, in cycle and event modes (online);
- storage of data on business process, which include, among other things, the following:
  - collection of unified business process definitions and instances in terms of their structure and semantics,
  - collection of metadata and semantic data concerning business processes,
  - collection of indirect data and results of analytical processing and process exploration,
  - in forms allowing to analytically process the data, while ensuring expected performance, in particular
  - analysis of deviations of the process instances from template paths,
  - identification of deadlocks and bottlenecks in the process instances,
  - analysis of execution times of the process instances and particular components,
  - analysis of the decisions made during the process implementation,
  - identification of the so-called dead process or process fragments and resources, which are not executed or are executed very rarely,
  - definition and analysis of the process similarity measures as well as event sequences,
  - identification of new processes on the basis of the process execution logs,
  - identification of patterns as well as rare and frequent event sequences,
  - provision of apparatus and tools allowing the process analytical processing and exploration.

The main tasks of the business process warehouse as a decision-making support tool in the field of process exploration is a possibility of analyzing the collected process definitions and instances as resources of the process warehouse, i.e.:

- analysis of process definitions:
  - proposed patterns of process definitions while modeling on the basis of the already used process elements and sets of patterns,
  - measures of semantic similarities of the process definitions or their fragments,
  - measures of structural similarities of the process definitions or their fragments,
  - validation of correctness of the process definition by analyzing the graph created on the basis of such definition,

- analysis of the structure of the process definition by analyzing the graph created on the basis of such definition:
  - a level of detail of the definition defined as: clarity – number of vertices of a single graph and component subgraphs, complexity – number of resources assigned to the graph or component graph,
  - whether it is possible that clusterization occurs, when two activities are waiting for their completion,
  - whether all cases have been included in the definition,

- in the field of analysis of the process implementation (instances, logs of the executed processes):
  - process mining:
    - discovery of new process definitions on the basis of the process execution instances,
• access to the process warehouse allowing interactive analyses and exploration of processes and process similarity measure. However, there is no one universal number calculated according to the rules defined by the similarity of business processes is determined using a similar if their selected features are similar. The level of processes as graphs, it is possible to state that they are speaking, while determining the similarity of business completeness and precision of the description. Generally of many components, which have significant impact on business process is not simple, but complex, and consists of the above-mentioned group [18-20]. The structure of a process warehouse is a system that, through its software, analysis methods and process exploration, allows efficient analytical processing and exploration of the collected business processes and process instances. Fig. 3 shows the general architecture model of the process warehouse, in which the following basic subsystems may be distinguished:

• extract, transformation and load from different sources of various formats of the processes definition and executed instances of business process, together with their structural and semantic unification,
• process warehouses as thematic composition of the unified process and process instances,
• analyses and exploration of processes and process instances,
• access to the process warehouse allowing interactive questioning and answering in the form of reports, tables, charts, etc.

3 Methods of similarity analysis of business processes

One of the main groups of the process analysis methods are methods used for examining similarities between the business process definitions and instances. The methods directly based on the graph and network theories as well as mixed methods may be included in the above-mentioned group [18-20]. The structure of a business process is not simple, but complex, and consists of many components, which have significant impact on completeness and precision of the description. Generally speaking, while determining the similarity of business processes as graphs, it is possible to state that they are similar if their selected features are similar. The level of similarity of business processes is determined using a number calculated according to the rules defined by the similarity measure. However, there is no one universal measure, since evaluation of the level of graph similarity should depend on its purpose. Therefore, there are many methods for analyzing similarity of business processes, which are aimed at various aspects of the structure and purpose of the processes.

While assuming that the BI systems shall gather large numbers of definitions, in particular instances of the implemented processes, it is clear that the use of complex methods for analyzing similarity may be very time-consuming in terms of calculation. Therefore, it is important that the methods for analyzing the process similarity as one of the major and most often used methods for the purpose of analysis were not expensive in terms of calculation. In such cases, it should be made possible to use the approach of "multilayer sieves", where the similarity analysis methods of quick and little computing complexity shall be applied in the first place, despite the fact that they are often disastrous and inaccurate in terms of the similarity analysis.

The issue of normalizing the results of such measures is crucial for developing the similarity analysis method. Without such normalization, no comparison of the results produced by various methods in case of process pairs would be possible. The value ranges obtained by various similarity analysis methods would not be useful for analyzing the properties of such methods and comparing the obtained results for the same compared processes. Therefore, to normalize each of the applied similarity measure is an important issue. The normalization function in a general form is expressed by way of the following formula:

\[ d_{\text{GORN}}(P_A, P_B) = \frac{d(P_A, P_B) - d_{\text{MIN}}(P_A, P_B)}{d_{\text{MAX}}(P_A, P_B)} \]  (1)

where:

- \(d(P_A, P_B)\) – non-normalized measure value for the \(P_A\) and \(P_B\) processes,
- \(d_{\text{NORMAL}}(P_A, P_B)\) – normalized measure value for the \(P_A\) and \(P_B\) processes,
- \(d_{\text{MIN}}(P_A, P_B)\) – minimum possible measure value for the \(P_A\) and \(P_B\) processes,
- \(d_{\text{MAX}}(P_A, P_B)\) – maximum possible measure value for the \(P_A\) and \(P_B\) processes,

The similarity of business processes may be analyzed in terms of its constituent size [18]:

• syntactic similarity – only the syntax of labels is taken into account,
• semantic similarity – the words in the labels are detached from the syntax and only the semantics are analyzed,
• contextual similarity – not only the labels of elements are taken into account, but also the context in which these elements occur, and also:
• structural similarity – based on the similarity of the process structures,
• goal similarity – for measurement of the same destination of the processes.
When transforming the process to linear sequence of tags – sequence of genetic process \([14, 15]\), it is possible to use the similarity analysis methods based on the edit distance. The edit distance is the cost of transforming one sequence into another. The cost is measured using a number of basic operations necessary to maintain two identical sequences. It is evident that a larger number of operations must be performed on sequences, which are more different. The basic operations of sequence modification may include: adding, removal and modification of an element or subsequence. Such operations do not have to have the same cost. Their level of difficulty is the cost of modification. Each operation has a negative value of the modification cost assigned thereto. Basic measures for determining the distance and similarity of tag sequences are as follows:

1. Block distance,
2. Chapman length deviation,
3. Cosine similarity,
4. Dice similarity,
5. Euclidean distance,
6. Jaccard similarity,
7. Jaro distance,
8. Jaro-Winkler similarity,
9. Levenstein similarity,
10. Matching coefficient,
11. Metrics Longest Common Subsequence similarity,
12. Monge-Elkan similarity,
13. Needleman-Wunch similarity,
14. N-Gram similarity,
15. Overlap coefficient,
16. Q-Grams distance,
17. Smith-Waterman similarity,
18. Smith-Waterman-Gotoh similarity,

By normalizing individual measures and calculating distances using various methods, it is possible to obtain the results allowing to analyze the similarity of process saved as genetic sequences (1).

The similarity measures based on the quantitative structure constitute an additional set of measures allowing to determine the similarity of processes saved as the genetic tag sequence [15]:

- General numerical similarity measure (GNM) - the measure that defines the process similarity in terms of a quotient of occurrences of the types of tags in the particular process genetic tag sequences.

\[
G_{NM} = \frac{\sum_{i=1}^{d} F_{L}(i)}{\sum_{i=1}^{d} F_{M}(i)}
\]

where:

\[
w_i = w_i - (p_i - w_i)<br />
\]

- Detailed numerical similarity measure (DNM) - the measure which is similar to the general numerical similarity measure, except that the tags of the same type are those which have the same type of the initial active elements, including their properties, the same type of transition between the active elements and the same type of the final active element, including their properties.

- General chain similarity measure (GCM) - the measure which is aimed at defining the level of similarity between two business processes noted as the genetic tag sequence, based on the number of similar subchains. The ratio of the number of positive comparisons of the subchains with the general number of the compared subchains is the results of the above-mentioned comparison. The subchains are properly compared if all of their corresponding threes are of the same type.

\[
G_{CM} = \frac{\sum_{i=1}^{d-1}(\sum_{i=1}^{d} F(i, i+1, i+2))}{\sum_{i=1}^{d-1}(\sum_{i=1}^{d} 1)}
\]

where:

\[
d = \min(L, L') - \text{size of shorter chain}
\]

\[
F(i, i+1, i+2) = \begin{cases} 
0, & \text{when } L_i(i+1) \neq L_i(i+1) \\
1, & \text{when } L_i(i+1) = L_i(i+1) \\
1 + F(i, i+1, i+2), & \text{when } L_i(i+1) = L_i(i+1) \
\end{cases}
\]

- Detailed chain similarity measure (DCM) - the measure is similar to the general chain similarity measurement, except that - when comparing particular tags in subchains - the tags of the same type are those which have the same type of the initial active elements, including their properties, the same type of transition between the active elements and the same type of the final active element, including their properties.

The method based on the normalized Euclidean distance is used to group the processes:

\[
d(P_A, P_B) = \sqrt{(P_A - P_B)^2}
\]

For the purpose of the process clustering, it is possible to use the method for determining permissible
neighborhood, understood as the normalized distance between the processes smaller than the defined distance:

\[ d(P_n, P_m) \leq n, n \in [0,1] \quad (7) \]

as well as for defining central element of the group, i.e. the process in case of which the sum total of the distances from other group processes is the smallest:

\[ CentrP = \min_{P_i} \left( \sum_{j=1}^{P} d(P_i, P_j) \right) \quad (8) \]

4 Model similarity analysis of genetic sequences of business processes

By transforming processes to the genetic tag sequences in a linear form, it is possible to apply methods for calculating similarity measures to tag sequences.

Fig. 2. Sample process in BPMN v2.0 – Process1

Transformation of Fig. 2 process noted in XPDL to the structure of the process genetic tag sequence (gtP1) is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ta1.Task3>, <Ta1.Task3; Tr1; En1.End1> \]

For example, a slight modification of the process presented in Fig. 2 may be introduced by adding one activity (Task4) and the processes shown in Fig. 3 are shown. More modifications of the process represented in Fig. 2 are shown in Fig. 4, Fig. 5, Fig. 6 and another process - Fig. 7.

Fig. 3. Modified process Fig.2 – Process2

Process genetic tag sequence (gtP2) Fig. 3 is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ta1.Task3>, <Ta1.Task3; Tr1; Ta1.Task4>, <Ta1.Task4; Tr1; Ta1.Task5>, <Ta1.Task5; Tr1; En1.End1> \]

Fig. 4. Modified process Fig.2 – Process3

Process genetic tag sequence (gtP3) Fig. 4 is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ga2.GX1>, <Ga2.GX1; Tr1; Ta1.Task3>, <Ta1.Task3; Tr1; En1.End1>, <Ga2.GX1; Tr1; Ta1.Task4>, <Ta1.Task4; Tr1; En1.End2> \]

Fig. 5 Modified process Fig.2 – Process4

Process genetic tag sequence (gtP4) Fig. 5 is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ga2.GX1>, <Ga2.GX1; Tr1; Ta1.Task3>, <Ta1.Task3; Tr1; Ga2.GX2>, <Ga2.GX2; Tr1; En1.End1>, <Ga2.GX1; Tr1; Ta1.Task4>, <Ta1.Task4; Tr1; Ta1.Task5>, <Ta1.Task5; Tr1; En1.End2> \]

Fig. 6 Modified process Fig.2 – Process5

Process genetic tag sequence (gtP5) Fig. 6 is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ga2.GX1>, <Ga2.GX1; Tr1; Ta1.Task3>, <Ga2.GX1; Tr1; Ga2.GX2>, <Ga2.GX2; Tr1; Ta1.Task2>, <Ga2.GX2; Tr1; En1.End1>, <Ga2.GX1; Tr1; Ta1.Task4>, <Ta1.Task4; Tr1; Ta1.Task5>, <Ta1.Task5; Tr1; En1.End2> \]

Fig. 7 Process model – Process6

Process genetic tag sequence (gtP6) Fig. 7 is as follows:

\[ <St1.Start1; Tr1; Ta1.Task1>, <Ta1.Task1; Tr1; Ga3.GA1>, <Ga3.GA1; Tr1; Ta1.Task2>, <Ta1.Task2; Tr1; Ga2.GX1>, <Ga2.GX1; Tr1; Ta1.Task1>, <Ga2.GX1; Tr1; Ta1.Task3>, <Ta1.Task3; Tr1; En1.End1>, <Ga3.GA1; Tr1; \]
When analyzing the similarity of the processes as genetic tag sequences and using the similarity measures for tag sequences outlined in chapter 3 points 1-19 hereof. Sample results of the similarity measures obtained for the processes shown in Fig.2 – Fig.7, using the Levenstein similarity metric:

**Table 1.** Levenstein similarity for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.797203</td>
<td>0.587629</td>
<td>0.511211</td>
<td>0.414545</td>
<td>0.298429</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.797203</td>
<td>1</td>
<td>0.731959</td>
<td>0.636771</td>
<td>0.516364</td>
<td>0.371728</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.587629</td>
<td>0.731959</td>
<td>1</td>
<td>0.869955</td>
<td>0.705455</td>
<td>0.507853</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.511211</td>
<td>0.636771</td>
<td>0.869955</td>
<td>1</td>
<td>0.810909</td>
<td>0.573298</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.414545</td>
<td>0.516364</td>
<td>0.705455</td>
<td>0.810909</td>
<td>1</td>
<td>0.664921</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.298429</td>
<td>0.371728</td>
<td>0.507853</td>
<td>0.573298</td>
<td>0.664921</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 2.** The average similarity (1-19) for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.878258</td>
<td>0.731827</td>
<td>0.693468</td>
<td>0.634667</td>
<td>0.557379</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.8</td>
<td>1</td>
<td>0.25</td>
<td>0.375</td>
<td>0.3636</td>
<td>0.1818</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.2857</td>
<td>0.25</td>
<td>1</td>
<td>0.375</td>
<td>0.3636</td>
<td>0.1818</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.5</td>
<td>0.375</td>
<td>0.875</td>
<td>1</td>
<td>0.5556</td>
<td>0.1667</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>1</td>
<td>0.1667</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.125</td>
<td>0.1176</td>
<td>0.4</td>
<td>0.375</td>
<td>0.4118</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 3.** General numerical similarity measure for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.75</td>
<td>0.2857</td>
<td>0.4286</td>
<td>0.4</td>
<td>0.0667</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.8</td>
<td>1</td>
<td>0.25</td>
<td>0.375</td>
<td>0.3636</td>
<td>0.0625</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.2857</td>
<td>0.25</td>
<td>1</td>
<td>0.375</td>
<td>0.3636</td>
<td>0.1818</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.5</td>
<td>0.375</td>
<td>0.875</td>
<td>1</td>
<td>0.5556</td>
<td>0.2857</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>1</td>
<td>0.1667</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.125</td>
<td>0.1176</td>
<td>0.4</td>
<td>0.375</td>
<td>0.4118</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 4.** Detailed numerical similarity measure for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.887259</td>
<td>0.731827</td>
<td>0.693468</td>
<td>0.634667</td>
<td>0.557379</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.887259</td>
<td>1</td>
<td>0.7953069</td>
<td>0.745182</td>
<td>0.680214</td>
<td>0.600571</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.733994</td>
<td>0.793458</td>
<td>1</td>
<td>0.917965</td>
<td>0.812135</td>
<td>0.704791</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.696919</td>
<td>0.747078</td>
<td>0.91952</td>
<td>1</td>
<td>0.87792</td>
<td>0.698803</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.638899</td>
<td>0.6833193</td>
<td>0.817707</td>
<td>0.882247</td>
<td>1</td>
<td>0.704939</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.562076</td>
<td>0.60438</td>
<td>0.71872</td>
<td>0.705269</td>
<td>0.70906</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 5.** General chain similarity measure for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.7857</td>
<td>0.2273</td>
<td>0.3077</td>
<td>0.2059</td>
<td>0.08</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.9</td>
<td>1</td>
<td>0.2</td>
<td>0.2667</td>
<td>0.175</td>
<td>0.0667</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.5</td>
<td>0.4</td>
<td>1</td>
<td>0.6857</td>
<td>0.3265</td>
<td>0.3636</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.7</td>
<td>0.6</td>
<td>0.8214</td>
<td>1</td>
<td>0.3846</td>
<td>0.3333</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4643</td>
<td>0.5</td>
<td>1</td>
<td>0.3368</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.2</td>
<td>0.1333</td>
<td>0.5</td>
<td>0.3889</td>
<td>0.2909</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 8** Clustering processes for n=0.25 (green box) and defining central process as gtP3 (red box) - Levenstein similarity

**Fig. 9** Clustering processes for n=0.25 (green box) and defining central process as gtP3 (red box) - the average similarity (1-19) for gtP1-6

Results of the similarity measures of gtP1-6 processes for the following methods:

- **General numerical similarity measure (GNM)**
- **Detailed numerical similarity measure (DNM)**
- **General chain similarity measure (GCM)**
- Detailed chain similarity measure (DCM)

Table 6. Detailed chain similarity measure for gtP1-6

<table>
<thead>
<tr>
<th></th>
<th>gtP1</th>
<th>gtP2</th>
<th>gtP3</th>
<th>gtP4</th>
<th>gtP5</th>
<th>gtP6</th>
</tr>
</thead>
<tbody>
<tr>
<td>gtP1</td>
<td>1</td>
<td>0.7857</td>
<td>0.2273</td>
<td>0.3077</td>
<td>0.2059</td>
<td>0.08</td>
</tr>
<tr>
<td>gtP2</td>
<td>0.9</td>
<td>1</td>
<td>0.2</td>
<td>0.2667</td>
<td>0.175</td>
<td>0.0667</td>
</tr>
<tr>
<td>gtP3</td>
<td>0.5</td>
<td>0.4</td>
<td>1</td>
<td>0.6857</td>
<td>0.3265</td>
<td>0.2078</td>
</tr>
<tr>
<td>gtP4</td>
<td>0.7</td>
<td>0.6</td>
<td>0.8214</td>
<td>1</td>
<td>0.3846</td>
<td>0.1905</td>
</tr>
<tr>
<td>gtP5</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4643</td>
<td>0.5</td>
<td>1</td>
<td>0.1474</td>
</tr>
<tr>
<td>gtP6</td>
<td>0.2</td>
<td>0.1333</td>
<td>0.4286</td>
<td>0.3333</td>
<td>0.2364</td>
<td>1</td>
</tr>
</tbody>
</table>

5 Conclusions

The above material outlines the results of studies conducted in the field of analysis of business processes and analysis systems of business processes. The presented subject is related to the business processes, in particular their modeling and analysis, which constitute a relatively new area of research in both IT and management. However, the implementation of the described processes in both these fields stimulates their development dynamics, as the increased demand for more efficient activities may be a powerful engine for economic growth.

Transformation of the business process notation to the genetic tag sequence as well as application of different methods for analyzing the similarity of business processes based on edit distances allow for efficient analytical processing of a large number of sequences of the process genetic tags.

The presented aspects relating to methods for analyzing the similarity of business processes, which constitute grounds for methods and tools of analytical business processing should be considered as an introduction to further development of this subject matter in various directions. The aforesaid directions include aspects related to the issue of the warehouse of business processes and exploration of such process in terms of both their definitions and instances.
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