An APG-MUSIC Algorithm Based-on Optimized Sampling Array
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Abstract. This paper proposes a novel two-dimensional direction of arrival (2D-DOA) estimation with optimized sparse sampling array, which is combined with Accelerated Proximal Gradient singular value thresholding (APG) and Multiple Signal Classification (MUSIC). Firstly, a signal model of 2D-DOA estimation in sparse array is established, which is proved to satisfy low rank feature and NULL Space Property (NSP). Then, Genetic algorithm (GA) is applied to a sparse sampling array to optimize the performance of matrix completion (MC). Finally, MUSIC combined with APG is studied to recover received signal matrix and estimate the direction of arrival. The results of computer simulation demonstrate that compared with conventional 2D-DOA algorithms, the proposed algorithm reduces the number of array elements needed dramatically and effectively lowers the average sidelobes level of spatial spectrum.

1 Introduction

Direction of arrival (DOA), an important branch of array signal processing [1, 2] has received a lot of research achievements and wide applications in electronic reconnaissance, sensor networks, radar signal processing etc. In recent years, DOA estimation has been facing the urgent demand of high precision, high resolution and high robustness. In response to this trend, two-dimensional (2D) DOA estimation [3, 4] has aroused the interest of the majority of scholars and emerged a large number of estimation methods.

Matrix completion (MC) [5–9], a data reconstruction technique, is derived from compressed sensing [10, 11] and has obtained potential applications in several fields, i.e., image processing, collaborative filtering, spectrum sensing. For a low rank matrix [12], MC technology can complement missing data in a observation matrix with a high probability by transforming rank minimum problem into nuclear norm optimization problem [13]. In radar applications, the introduction of MC can significantly save processing costs and reduce the number of antennas and sampling devices. In Ref. [14, 15], MC is applied to MIMO communication system. In Ref. [16], a method of wideband DOA based on co-prime arrays with sub-Nyquist sampling is proposed. In recent years, some scholars have studied the DOA estimation based on coprime arrays. The method in Ref. [17] improves the degree of freedom of DOA estimation. Then in Ref. [18], the proposed method applies MC in coprime arrays. Nowadays, the theory has also made a great deal of achievements in fast algorithm and accurate reconstruction [19, 20] and showed great research value and broad application prospect. However, sampling from time domain is indispensable and 2D DOA for URAs cannot be solved by those above methods.

Based on the above analysis, this paper proposes a 2D-DOA estimation method combining Accelerated Proximal Gradient singular value thresholding with Multiple Signal Classification (APG-MUSIC) algorithm under optimized sampling array by introducing MC into 2D-DOA in planar array. Firstly, a 2D-DOA estimation signal model is built by radiation source data in sparse array, which is proved to meet the properties of low rank and NSP. Then, to improve the performance of received signal matrix reconstruction, we provide a Genetic Algorithm (GA) off-line optimization method which aims at minimizing matrix reconstruction error. Finally, APG and MUSIC are respectively employed to reconstruct received signal matrix and estimate the direction of wave arrived. Compared with conventional 2D-DOA algorithms, the proposed method can make full use of the known array elements and reduce the average sidelobes level.

2 Signal model of 2D-DOA based on MC

2.1 Signal model of 2D-DOA in planar array

A uniform rectangular array (URA) is shown in figure 1. Assume that the planar array is composed of a total number of $M_x \times M_y$ elements, and the number of entries in x-direction and y-direction is $M_x$ and $M_y$ respectively, with the corresponding array spacings $d_x$ and $d_y$. The elevation and azimuth angles of targets are $\theta$ and $\phi$ respectively.

Suppose that the received signals contain $k$ targets and the number of snapshot is $N$. $s_i(t)$ ($t = 1, 2, \cdots, N$)
uniform rectangular array has a relatively high received signal-to-noise ratio (SNR) for far-field narrow-band uncorrelated signals. Thus, in the equation (7), \( N(t) \) will have no effect on the rank of \( X(t) \), and \( \text{rank}(X(t)) \leq \text{rank}(S(t)) = k \), that is \( X(t) \) is a low-rank matrix.

### 2.2 NSP property of 2D-DOA estimation model

The received signal in complete array can be recovered from the sparse array signal by MC algorithm. The received signal matrix of full rectangular array is expressed as \( \mathbf{X}_k(t) \) and the received signal of sparse array can be \( \mathbf{X}_s(t) \). Let a sampling operator be \( P_{12} \), thus 2D-DOA signal model based on MC is

\[
\begin{align*}
\text{min} & \quad \| \mathbf{X}_s(t) \|_2 \\
\text{s.t.} & \quad P_{12}(\mathbf{X}_s(t)) = P_{12}(\mathbf{X}_k(t))
\end{align*}
\]

The null space of orthogonal projection is \( \text{Null}(P_{12}) = \{ \mathbf{M} \in \mathbb{R}^{N \times m} : P(\mathbf{M}) = \mathbf{0} \} \). According to NULL Space Property, it is difficult to recover the matrix which exists in the null space of orthogonal projection by MC. Let us analyse the signal model established in previous section. Since the vector \( \mathbf{a}_i(\theta, \phi) \neq \mathbf{0} \), any element in the matrix \( \mathbf{A}_y \) consisting of such vectors is non-zero, too. Likewise, any element in the matrix \( \mathbf{A}_y \) is also non-zero. And the diagonal elements in the diagonal matrix \( \mathbf{S}(t) \) is non-zero. Then we can conclude that elements in \( \mathbf{X}_k(t) \) are all non-zero. Consequently, arbitrary orthogonal projection meets \( P_{12}(\mathbf{X}_s(t)) = \mathbf{0} \), that is, \( \mathbf{X}_s(t) \) meets NSP and can be recovered in higher probability by MC.

### 3 GA-based of optimization of sampling elements

In the signal model based on MC, a small number of elements in planar array need to be selected to construct sparse array. Generally speaking, the array elements can be sampled uniformly at random. In this paper, genetic algorithm (GA) is implemented to optimize the selection of sampling elements, which makes the recovery error of MC smaller. If the number of sampled entries \( m \) obeys \( m \geq C \rho(n_t + n_r - r) \) for some positive constant \( C \), the complete received matrix can be recovered with high probability. Let \( m \geq 2r(n_t + n_r - r) \), then we convert the problem to minimizing recovery error, which can be represented as:

\[
\text{min} \quad \text{SNE} = f(d_1, d_2, \ldots, d_m)
\]

where \( (d_1, d_2, \ldots, d_m) \) is the position vector set of the array and fit is a fitness function characterizing the reconstruction error of planar array signals, which can be denoted as

\[
\text{fit}(d_1, d_2, \ldots, d_m) = \text{SNE} = \| \mathbf{X}_{\text{full}} - \mathbf{X}_{\text{rec}} \|_2 / \| \mathbf{X}_{\text{full}} \|_2
\]
where $X_{rec}$ is the complete received signal matrix and $X_{mc}$ is the recovered matrix. The flow chart of optimizing the sampling elements by GA is as shown in figure 2.
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Fig. 2. The flow chart of optimizing the selection by GA

### 4 APG-MUSIC algorithm

We propose a APG-MUSIC algorithm to solve the contradiction between the number of array elements and the average sidelobes level. Firstly, the complete received signal matrix $X(t)$ can be achieved by APG algorithm from $X_{s}(t)$, then we vectorize the matrix and solve its auto-correlation matrix. Finally, the targeted angles can be estimated from the spatial spectrum by MUSIC.

The established sparse signals model based on MC can be transformed into APG problem as follows:

$$
\min \mu \|X_{k}(t)\|_{F} + \frac{1}{2}\|P_{i}(X_{k}(t)) - X_{k}(t)\|_{F}^{2} \tag{11}
$$

The problem mentioned above can be solved by corresponding iterations and each iteration uses formula (12) to update the current matrix:

$$
S_{k}(G) = U \text{Diag}(\vec{\sigma} - \mu / \tau) V^{T} \tag{12}
$$

where $\mu$ is a positive constant and $U/V/\sigma$ are obtained from the singular value decomposition (SVD).

Given $\mu > 0$,

let $X^{0} = X^{-1}$, $\tau^{0} = 1$, $k = 0, 1, 2, \cdots$, the iteration process from $X^{k}$ to $X^{k+1}$ can be given by the following steps:

1. Set $P_{k} = X^{k} + \frac{1}{\tau^{k}}(X^{k} - X^{k-1})$;
2. $G_{k} = P_{k} - (\tau^{k-1})^{-1} P_{k}^{T}(P_{k} - X(t))$, where $\tau_{k} > 0$;
3. Obtain $U, V, \sigma$ from the SVD of $G_{k}$ then do contraction operator on it, that is,

$$
X^{k+1} = S_{k}(G_{k}) = U \text{Diag}(\vec{\sigma}) V^{T}
$$

4. Update $\tau^{k+1} = 1 + \sqrt{1 + 4(\dot{r})^2}$;
5. If the stop condition of iterations is satisfied, then end the loops and the output is turned out to be $X^{opt}$, that is, $X^{opt} = X^{k}$. Otherwise, go to step 1.

The stop condition can be chosen as shown in equation (13).

$$
\max \left\{ \frac{\|X^{k} - X^{k-1}\|_{F}}{\|X^{k}\|_{F}} \right\} < \epsilon \tag{13}
$$

where $\epsilon$ is a tolerance for stopping criterion. The contraction operator in Step 3 can be denoted as

$$
S_{k}(x) = \begin{cases} 
 x - a & x > a \\
 x + a, & x < -a \\
 0, & \text{others}
\end{cases} \tag{14}
$$

where $a$ is a positive constant. From above iterative process, regardless of the noise, the structure of the received signal can be represented as

$$
\hat{X}_{k}(t) = A_{N} S(t) \tilde{A}_{N}^{*} = U \Sigma V^{T} \tag{15}
$$

Vectorize $\hat{X}_{k}(t)$, we can obtain the vector form $\hat{x}_{k}(t)$:

$$
\hat{x}_{k}(t) = \sum_{i=1}^{k} a(\phi_{i}, \theta_{i}) s(t) + n(t) \quad t = 1, 2, \cdots, N \tag{16}
$$

Compute the auto-correlation matrix $R_{k}$ of the received signal vector $R_{k}$:

$$
R_{k} = \frac{1}{N} \sum_{n=1}^{N} x(n) x^{H}(n) \tag{17}
$$

where $N$ is the number of snapshots.

Then solve the eigen-decomposition of the matrix $R_{k}$, we can get

$$
R_{k} = U_{S} \Sigma_{N} U_{S}^{H} + U_{N} \Sigma_{N} U_{N}^{H} \tag{18}
$$

where $U_{S}$ is the signal subspace consisting of eigenvectors of $k$ larger eigenvalues and $U_{N}$ is the noise subspace composed of the remaining eigenvectors.

The signal and noise subspace also satisfies:

$$
U_{S} U_{S}^{H} + U_{N} U_{N}^{H} = I \tag{19}
$$

Therefore the 2D spatial spectrum can be obtained to conduct spectral peak search:

$$
P_{2D-MUSIC} = \frac{1}{a^{H}(\theta, \phi) U_{N} U_{N}^{H} a(\theta, \phi)} \tag{20}
$$

where $a(\theta, \phi) = a_{s}(\theta, \phi) \otimes a_{s}(\theta, \phi)$.

### 5 Simulations and analysis

In this section, computer simulations are carried out to demonstrate the effectiveness and superiority of the proposed algorithm. Assume that the URA contains $64 \times 64 = 4096$ entries totally and elements spanned spacing in $x$-direction and $y$-direction equals to half of the wavelength, that is, let $d_{x} = d_{y} = \lambda / 2$. GA algorithm
is employed to optimize the sampling array. We choose m=1800. Consider three incoherent sources in the space. Their elevation angle $\theta$ and azimuth angle $\phi$ are (10°,15°), (30°,25°) and (50°,35°) respectively.

**Experiment1** 2D-DOA estimation in sparse array is discussed. Set Signal Noise Ratio (SNR) as 10dB and the number of snapshots as 150. The 2D spatial spectrum of randomly sampling array by MUSIC algorithm is shown in figure 3. As shown in the pattern, the average sidelobes level is -2.99dB. It can be concluded that due to the sparsity of the array, the average sidelobes level rises and the spectrum broadens, which will seriously affects the accuracy of 2D-DOA estimation.

**Experiment2** 2D-DOA estimation based on APG-MUSIC with optimized sampling array is discussed. We utilize optimized sparse array to reconstruct received signal matrix by APG and then implement MUSIC to estimate the spatial spectrum. The result is shown in figure 4. It can be easily seen that the average sidelobes level is -56.31dB. It is easy to find that by comparison with figure 3 the proposed method has better performance in 2D-DOA estimation under the same sampling size. It is mainly due to its ability to reconstruct the received signal matrix with a higher probability, which increases accumulated SNR to some extent. Therefore, the APG-MUSIC 2D-DOA estimation method can effectively suppress sidelobes level.

**Experiment3** The relationship between sampling array selection and reconstruction performance is verified. We compare uniformly random sampling with GA optimized selection when the sampling number is 1500, 1800, 2100, 2400 and 2700 respectively. It can be easily seen from figure 5 that GA optimized sampling has better performance in matrix reconstruction and significantly reduces recover error. The experimental results show the importance and research value of sampling array optimization in array signal reconstruction.

Fig. 3. 2D-DOA estimation by MUSIC under randomly sampling array

6 Conclusion

An APG-MUSIC 2D-DOA estimation method based on sparse sampling array optimized is proposed in this paper. Compared with conventional 2D-DOA estimation methods, the proposed method not only achieves low sidelobes level, but also reduces the sampling number dramatically and improves the utilization rate of array, which has high research value and broad application prospect. In my paper, the noise is not taken into consideration. However, how to recover a complete matrix accurately in a noisy environment is an important research direction. Consequently, the related problems of 2D-DOA estimation based on MC under noise need to be further studied.

Fig. 4. 2D-DOA estimation by APG-MUSIC under GA optimized selection

Fig. 5. SNE verus the sampling number in two different methods
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