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Abstract. Optimal control theory is the foundation of the modern control theory, the minimum principle in optimal control theory has a very important position, using the minimum principle to design an adaptive controller, the controller integration advantages of the principle of minimum is not affected by the control system of linear or nonlinear constraints, and the end state and free time, is accused of quantity can be controlled and are free to wait for a characteristic, using the minimum controller application example and simulation, the results show that the minimum principle of the designed controller has the ideal control effect.

1 Introduction

The optimal control theory is a modern control theory. Based on the frequency domain or time domain mathematical model established by the controlled object, it makes the controlled object run according to a certain control law, and makes a set of performance index reach the optimal value of [1][2]. From the mathematical point of view, the optimal control theory is to solve a class of problem functional extremum with constraints [3][4]. The minimum principle is a very important part of the optimal control theory. It is not restricted by the structure of the controlled object and is applicable to both linear and nonlinear systems [5].

The controller adjusts the control quantity in real time according to the state of the controlled object, so that the control index is stabilized near the expected value [6][7]. Han Pu nonlinear properties of single neurons in the design of a universal adaptive PID controller based on the full application of PID control, stability and other characteristics, but it is not applicable to a plurality of controlled system [8], Liu Wei will be introduced into PID control system identification technology, design a kind of adaptive robust PID controller [9], Wang Jin fuzzy algorithm combined with PID control, the PID adaptive parameter adjustment, effective fuzzy fast, accurate, stable and intelligent PID binding characteristics of [10]. In this paper, an adaptive controller is designed based on the principle of minimum value, was charged in the model and the reference model is known, the objective function is established and the minimum controller controlled the inputs of the model, the objective function is minimized, thus the controlled variable stability in the expectation near.

2 Controller design

The design of controller can be divided into 4 steps: (1) the reference model is determined according to the actual system; (2) a reliable model is established for the actual system; (3) the objective function is established according to the controlled quantity; (4) the objective function is solved to get the optimal control. The design flow chart is as follows:

2.1 The background of application of optimal controller

The controller application system includes 3 parts: the reference model, the controlled model and the controller. The input of the controller is the objective function, and the output is the control volume. The structure diagram of the controller application system is as follows:
2.2 Minimum principle control algorithm

Assuming that the reference model and the controlled model have been determined, the differential mathematical expressions are as follows:

\[ \dot{x}_s = f(x_s, u_s, t) \]  
\[ \dot{x}_m = f(x_m, u_m, t) \]  

(1) (2)

Where Eq. (1) represents a group of differential equations of reference model, Eq. (2) represents the differential equations of the controlled model, where \( x \) represents the state variable, \( u \) represents the system input, and \( t \) represents the time. Now we need to track the state of reference state of the controlled object and set up the corresponding objective function according to this requirement. From the following two aspects of the state difference and the change of the state difference, the objective function is as follows:

\[ J = \int_{t_0}^{t_f} (x_s - x_m)^2 + (\dot{x}_s - \dot{x}_m)^2 + u_m^2 dt \]  

(3)

According to the necessary condition of the optimal solution of the minimum principle, we can see that the optimal control solution satisfies the following series of equations [11][12]:

1. Construct Hamiltonian function:
   \[ H(x, \lambda, u) = L(x, u) + \lambda^T(t) f(x, u) \]  

   (4)

2. Regular equation:
   \[ \dot{\lambda} = -\frac{\partial H}{\partial x} \]  

   (5)

3. Boundary conditions:
   \[ x(t_0) = x_0, \quad \lambda(t_f) = 0 \]  

   (6)

4. The absolute minimum of the Hamilton function is obtained by the relative optimal control:
   \[ H(x', \lambda(t), u'(t)) = \min \{ H(x', \lambda(t), u(t)) \} \]  

   (7)

5. The Hamilton function at the end of the optimal trajectory should be satisfied:
   \[ H(x'_f, \lambda(t_f), u'(t_f)) = \begin{cases} H(x'_f, \lambda(t_f), u'(t_f)) = \text{const} & t_f \\ 0 & t_f = t \end{cases} \]  

   (8)

3 The practical application of optimal controller

It is assumed that both the reference model and the controlled model are constant linear systems, and the mathematical expressions of the system are as follows:

\[ \dot{x}_s = A_s x_s + b_s u_s \]  
\[ \dot{x}_m = A_m x_m + b_m u_m \]  

(9) (10)

Where \( A_s \) and \( A_m \) are the system matrices of the reference model and the controlled model, and the upper formula can be synthesized as follows:

\[ \dot{x} = \begin{bmatrix} \dot{x}_s \\ \dot{x}_m \end{bmatrix} = \begin{bmatrix} A_s & 0 \\ 0 & A_m \end{bmatrix} \begin{bmatrix} x_s \\ x_m \end{bmatrix} + \begin{bmatrix} b_s \\ b_m \end{bmatrix} \begin{bmatrix} u_s \\ u_m \end{bmatrix} \]  

(11)

Where

\[ A_s = \begin{bmatrix} A_s & 0 \\ 0 & A_m \end{bmatrix}, \quad B = \begin{bmatrix} b_s \\ b_m \end{bmatrix} \]  

\[ x = \begin{bmatrix} x_{s1} \\ x_{s2} \\ x_{m1} \\ x_{m2} \end{bmatrix}, \quad u = \begin{bmatrix} u_s \\ u_m \end{bmatrix} \]  

And Eq. (11) can be expressed as:

\[ \dot{x} = Ax + Bu = f(x, u) \]  

(12)

Suppose:

\[ A_s = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad b_s = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad 0 \leq t < 5 
\]
\[ u_s(t) = \begin{cases} 0.5 & 5 \leq t < 10 \\ 1 & t \geq 10 \end{cases} \]  

(13)

\[ A_m = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad b_m = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]  

Then:

\[ A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  

(14)

\[ B = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \end{bmatrix} \]  

According to the minimum principle, the optimal control is solved. The steps of the solution are as follows:

1. Hamilton function:
   \[ H(x, \lambda, u) = (x_s - x_m)^2 + (\dot{x}_s - \dot{x}_m)^2 + u_m^2 + \lambda_1(t) \dot{x}_{s1} + \lambda_2(t) \dot{x}_{s2} + \lambda_3(t) \dot{x}_{m1} + \lambda_4(t) \dot{x}_{m2} \]  

(15)

2. Regular equation:
\[
\begin{align*}
\dot{x}_1 &= x_1 \\
\dot{x}_2 &= x_2 + u_s \\
\dot{x}_m &= x_m \\
\dot{x}_{m2} &= x_{m2} + u_m
\end{align*}
\Rightarrow
\begin{align*}
x_1 &= ae^t \\
x_2 &= be^t + u_s \\
x_m &= ce^t \\
x_{m2} &= de^t + u_m
\end{align*}
\]
(16)

\[
\begin{align*}
\dot{\lambda}_1 &= 2(x_1 - x_m) + \lambda_1 \\
\dot{\lambda}_2 &= 2(x_2 - x_{m2}) + \lambda_2 \\
\dot{\lambda}_3 &= -2(x_1 - x_m) + \lambda_3 \\
\dot{\lambda}_4 &= -2(x_2 - x_{m2}) + \lambda_4
\end{align*}
\Rightarrow
\begin{align*}
\dot{\lambda}_1 &= \lambda_1 = 0 \\
\dot{\lambda}_2 &= -2(u_s - u_m + u_m(0)e^t) + \lambda_2 \\
\dot{\lambda}_3 &= \lambda_3 = 0 \\
\dot{\lambda}_4 &= 2(u_s - u_m + u_m(0)e^t) + \lambda_4
\end{align*}
\]
(17)

The optimal control of the type (20) is as follows:
\[
\begin{align*}
\lambda_4(t) &= \begin{cases} \\
\frac{1}{2}[a_1e^t + 0] & 0 \leq t < 5 \\
\frac{1}{2}[b_1e^t + 1] & 5 \leq t < 10 \\
\frac{1}{2}[c_1e^t + 2] & 10 \leq t \leq 15
\end{cases}
\end{align*}
\]
(22)

Where \(a_1, b_1, c_1\) are undetermined constant coefficients, which can be obtained by replacing the boundary conditions into the upper form.

\[
\lambda_4(t) = \begin{cases} \\
0 & 0 \leq t < 5 \\
e^{-t} + 1 & 5 \leq t < 10 \\
e^{-t} + 2 & 10 \leq t \leq 15
\end{cases}
\]
(23)

The known system data is replaced by the upper form:

\[
\begin{align*}
\dot{x}(t_0) &= 0 \\
a = 0, b = 0, c = 0, d = -u_m(0) \\
x_s = 0, x_{m2} = u_m(t), x_{m1} = 0, x_{m1}(t) = -u_m(0)e^t + u_m(t)
\end{align*}
\]
(18)

(4) the absolute minimum of the Hamilton function is obtained by the relative optimal control:

\[H[x(t), \lambda(t), u(t)] = \min H[x(t), \lambda(t), u(t)] \]

Assuming that \(u_m\) is not constrained here, the minimum value can be obtained according to the partial derivative:

\[
\frac{\partial H}{\partial u_m} = 2u_m + \lambda_4 = 0
\]
(19)

then:

\[
u^*_m(t) = -\frac{1}{2}\lambda_4(t)
\]
(20)

4 Simulation results

The simulation analysis of the current constant system is carried out, the optimal system is built with simulink of MATLAB, the system structure and the simulation curve are shown as below.
In instance ,reference model and the controlled model should be exactly the same. In theory, calculate the optimal control input and the reference model of the input is similar to that from the above simulation results, which shows that the optimal control input and the reference input of the tracking error in the range of 0.003, overall tracking results agree with the theoretical predictions for the target state. The function contains the simulation results of X1 is always 0, tracking error free, X2 amplitude tracking error is 2.5, compared to the state as a unit amplitude level, the tracking error in the range of 2.5. To sum up, the optimal control effect of the optimal controller designed for this example is ideal. The optimal controller designed in this paper has (1) controlled object is not constrained by nonlinear system or linear system, (2) multiple control quantities are optimal at the same time, (3) [13] is not required for reference model structure. Generally speaking, the optimal controller of minimum principle is designed based on the objective function of the controlled quantity, and the index in the objective function can be defined according to the specific control.
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