Network Slicing to Enable Resilience and High Availability in 5G Mobile Telecommunications
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Abstract In the upcoming fifth-generation (5G) ecosystem, the delivery of a variety of personalized services is envisioned. With the development of software-defined networks and network function virtualization technologies, networks display increasingly flexible features, such as programmability. Network slicing is a state-of-the-art technology that provides services tailored to the specific demands of users, such as smart grids and e-health applications. In this article, we introduce the network slicing concept and its application and discuss related work. In addition, we propose an architecture for network slicing by combining software-defined networks and network function virtualization technologies. Finally, we note important challenges and open issues in the development and application of these technologies.

1 INTRODUCTION

Currently, diverse mobile terminal devices are found almost everywhere, and mobile data traffic is growing rapidly. The increasing adoption of these technologies has driven the development of the next generation of networks. Fifth-generation mobile technology (5G) is intended to satisfy service requirements with respect to supporting multiple types of devices and user interactions [1]. In the future, 5G will support a variety of applications, such as delay-sensitive video, smart grids and e-health applications.

Traditional one-size-fits-all networks are unable to meet various requirements in terms of reliability, latency, and flexibility. 5G networks are intended to meet all types of user requirements in different application scenarios and to reduce capital and operational expenditures compared with today’s environments. 5G systems should provide users with services anytime and anywhere, even on high-speed trains at speeds above 500 kilometers per hour or aircraft at altitudes of up to 12 km. In many urban areas, population densities of thousands of people per square kilometer are expected to be common. In extreme real-time communications, autonomous driving requires ultra-reliable communications with strongly reduced latency to permit the immediate reactions needed to prevent road accidents. Furthermore, next-generation mobile networks should be able to provide reliable communication services in the case of public safety announcements or natural disasters, such as floods and earthquakes. All types of basic communication, such as video and audio, are needed in disaster areas. Survivors can use these forms of communication to request rescue. In an emergency, the energy consumption of the network and the user devices is crucial. Table I shows the requirements of different use case categories.

<table>
<thead>
<tr>
<th>Use case category</th>
<th>UEDR</th>
<th>E2E latency</th>
<th>Mobility</th>
<th>Connection density</th>
<th>Traffic density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadband access in densely populated areas</td>
<td>DL: 300 Mbps/UL: 75 Mbps</td>
<td>10 ms</td>
<td>On demand, 0-100 km/h</td>
<td>200-2500/km²</td>
<td>DL: 750 Gbps/km²/UL: 125 Gbps/km²</td>
</tr>
<tr>
<td>Mobile broadband in vehicles</td>
<td>DL: 75 Mbps/UL: 25 Mbps</td>
<td>10 ms</td>
<td>On demand, up to 100 km/h</td>
<td>2000/km²</td>
<td>DL: 100 Gbps/km²/UL: 50 Gbps/km²</td>
</tr>
<tr>
<td>Ultralow latency</td>
<td>DL: 50 Mbps/UL: 25 Mbps</td>
<td>&lt;1 ms</td>
<td>Pedestrian</td>
<td>Not critical</td>
<td>Potentially</td>
</tr>
<tr>
<td>Indoor ultra-high-speed broadband</td>
<td>DL: 1 Gbps/UL: 500 Mbps</td>
<td>10 ms</td>
<td>Pedestrian</td>
<td>75,000/km²</td>
<td>DL: 15 Tbps/km²/UL: 2 Tbps/km²</td>
</tr>
</tbody>
</table>
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1.1 Definition of Network Slices

Network slices are end-to-end logical networks that run on a common underlying physical network to support on-demand customized services with independent control and management. By dividing the physical network into multiple dedicated virtual mobile networks with varying levels, network slicing can provide customized services for different application scenarios [2]–[4]. The concept of network slicing is shown in Fig. 1.

Network slicing is a promising technology and one of the most important concepts for 5G networks, which provides some services tailored to the specific demands of users. Network slicing defines logical networks that include both shared and dedicated resources, such as virtual network functions, radio spectrum bands or network equipment.

![Diagram of network slicing](image)

**Fig. 1.** The concept of network slicing

The software-defined networking (SDN) architecture is provided by the Open Network Foundation (ONF). In this architecture, the data and control planes are decoupled. Carriers gain unprecedented network control and programmability. The OpenFlow protocol, which provides high-performance traffic control, is a critical element of the SDN architecture [5]. Network function virtualization (NFV) implements network functions through software virtualization [6]. The European Telecommunications Standards Institute (ETSI) has studied the integration of SDN into NFV architecture. Through SDN and NFV technologies, network softwarization can provide resilience, scalability and high availability. In the next-generation mobile network architecture, the control plane and the user plane should be separated, in accordance with SDN principles.

1.2 Network Slicing Applications

With unified physical infrastructures, network slicing is able to meet diverse network requirements. Slicing applications include smart wearables, smart offices, automated traffic control and driving, remote computing, and e-health applications.

1) Smart wearables include multiple types of small devices and microsensors. Some low-power, ultralight sensors will be integrated into clothes, shoes or hats. These sensors can measure a variety of physiological parameters, such as blood pressure, heart rate, and temperature. The key challenges in these applications include the efficient management of a variety of devices and the large amounts of data that are produced.

2) In smart offices, it is expected that the vast majority of devices will be connected wirelessly. Communication among personnel will be carried out through various wireless devices. Thus, hundreds of users need ultrahigh bandwidth to provide intensive communications and video instant messaging services. The aggregation of all of these services leads to a very high density of devices, which have very different characteristics and are expected to be combined in an interacting framework.

3) Automated driving will require increased data rates between vehicles and the supporting infrastructure, as well as ultralow latency and ultrahigh reliability to provide warning signals. These applications will communicate with users, including cyclists and pedestrians. Remote computing will be used at high speeds (e.g., on public transportation). The automotive industry will rely on remote processing. All of these applications will require robust communication.

4) With the development of informationization, remote health monitoring will bring convenience to people's lives. Users will employ various electronic devices to collect various body parameters. Using mobile devices, doctors will view relevant information and send their opinions to users in the form of information. This framework will greatly reduce costs and improve efficiency.

1.3 Related Work

In 2017, Huawei released a network slicing white paper [7]. Ericsson and two other companies are also working on network slicing [8]. Learning from previous work on network slicing and elaborating the principles and architectures used in network slicing from different perspectives is valuable.

In [2], the authors propose a high-level architectural solution and discuss the need for different levels of mobile network customization. They assess the potential of network slicing and highlight the technology challenges. Article [4] elaborates the concept of network slicing and provides an overview of SDN architecture. Moreover, the article presents a scenario to realize network slices. In [9],
a data-driven architecture is proposed for 5G networks, which enhances the quality of experience (QoE) for individual users. Under this architecture, authors propose a two-step QoE modeling approach. Another paper [6] explores the potential of network function virtualization (NFV) in enhancing the functional, architectural and commercial viability of 5G radio access networks. The article describes NFV implementation in SDN and network overlay technologies. Paper [10] analyzes the radio access network (RAN) slicing problem and presents four different RAN slicing approaches. The authors of [11] propose an information-centric networking architecture and introduce a general application-driven framework that emphasizes the flexibility afforded by NFV and SDN and over which 5G-ICN (information-centric networking) can be realized.

In this article, the fundamental concept of network slicing is introduced. This paper also introduces the application of network slicing and related work on network slicing. The remainder of this paper is arranged as follows. Section 2 describes the network slicing architecture, and network slicing management is described. Several open issues and challenges are discussed in section 3. Finally, section 4 provides the conclusion.

2 Network slicing architecture-based 5G mobile communication

Traditional network architectures are poorly suited to meet the requirements of today's companies, operators, and end users. The design of the network slicing architecture in 5G mobile communications should be based on comprehensive considerations. The architectural design should be based on the following principles: (1) Configuration and self-healing are automated. (2) The numbers of functionalities and entities are minimized. (3) Fixed and mobile convergence is supported. (4) Network reliability and security are enhanced.

In this section, network slicing architecture-based 5G mobile communication is shown in Fig. 2. In the designed architecture, a three-layer structure is proposed that incorporates an infrastructure layer (IL), a network function layer (NFL), and a business layer (BL). In [12], an architecture design scheme is proposed. However, this article proposes to increase the content of the IL. As network slicing is a novel concept, the proposed architecture can solve many important design problems related to network hierarchical management. In the following, we detail each layer of the presented architecture.

![Network slicing architecture](image-url)

**NSFM:** Network Slice Function Manager

**SDMNCM:** software-defined mobile network control and management

Fig. 2. Network slicing architecture.

2.1 Infrastructure Layer (IL)

This layer consists of physical infrastructure, virtualization resources, NFV and SDN, and it will support connectivity as a service. The IL includes the deployment, control and management of the infrastructure. Using SDN, NFV and other related technologies, physical network resources, including computing, storage, and network, are converted into virtual network resources. Furthermore, different infrastructural elements can be used to meet the needs of a variety of slices.

Given the core network and the edge network, there is general agreement to deploy virtual network functionality using the general hardware infrastructure. However, because of the different constraints of the various services deployed on the network, a simple centralized positioning cloud infrastructure may not be suitable for all slices. This layer also includes edge cloud and core cloud infrastructures, and efficient SDN control methodologies are used to promote network agility.

2.2 Network Function Layer (NFL)

The NFL includes the user plane and the control plane, which can be configured through a unified manager. This layer can be adapted to specific use cases, transforming network slices into resources and service operational packages. All of the functions associated with slicing are performed in this layer. This layer supports management of the life cycle, including management, control, adjustment and termination, for each network slice. It also provides interfaces across the network applications and functions. Network services run under the control and supervision of a network slice function manager (NSFM).

2.3 Business Layer (BL)

Networks must be able to satisfy a wide range of requirements, including remote surgery, tactile Internet, automated driving and smart grids. The 5GMF white paper divides the communication of the 5G mobile network into three categories: enhanced mobile broadband (eMBB), large machine-type communication (mMTC) and ultra-reliable and low-latency communication (URLLC).
2.4 Orchestration and Management

Efficient orchestration and management functions are essential components of mobile networks. Each slice must be independently managed and have independent security capabilities that prevent unauthorized entities from accessing management information. SDN functions have recently been developed to perform network operations. The control functions are separated from the data plane through a low-complexity interface. This decoupling provides greater flexibility, scalability, and availability while reducing costs. For specific services, the behavior of networks can be changed by simply modifying the software that controls functions. The control of the 5G mobile network architecture adopts the software-defined mobile network control and management (SDMNCM) concept. Functions are executed by the controller, including the functions of the mobile network control plane. We suggest developing a logical information base that can be used in SDMNCM. Data can be placed arbitrarily on the edge cloud. Using a software-defined method, all of these functions can be executed by a programmable software-defined mobile controller, which would be of great value in the operation of mobile networks.

2.5 The Key Advantages of the Proposed Architecture

(1) High availability and resilience. High availability and resilience are essential in ensuring that minimum service is provided when disasters occur [1]. Resilience, the ability to recover from failures, is an important feature of a network. The problem faced by network operators is that wireless devices are very expensive, which does not suit their needs. Using the proposed approach, the operator can reduce costs by simply reprogramming the controller to adapt the equipment to their needs while reducing costs and enhancing reliability.

(2) Flexibility and scalability. The system design splits the network domains according to their functions. The RAN and core network domains are functionally decoupled. To provide the utilization efficiency of network resources, this system can dynamically relocate network resources depending on current needs.

(3) Programmability. The network control plane is decoupled. Network operators can programmatically configure, manage and optimize this type of network. This capability can significantly improve performance and optimize resource allocation.

To implement slicing, we need to adopt the infrastructure as a service (IaaS) paradigm, in which different infrastructural elements can be rented to accommodate different requirements. We consider the operation of a multi-cloud provider, where both physical and virtual infrastructure can be provided as services (i.e., monitoring as a service, MaaS).

3 CHALLENGES AND OPEN ISSUES

For next-generation mobile networks, network slicing is a very promising model, but its realization involves certain challenges. Following.

3.1 End-to-End Slice Management

An important challenge is how to realize a network slice from a high-level description of services to the infrastructure and network function of the specific section. One good way to address this issue is to develop and use a specific description language. The key features of the language itself are as follows. The language should provide extensibility, the flexibility required to adapt to possible future network elements, and the applicability of the environment by a number of suppliers.

3.2 Security Concerns

Security is a basic necessity in handling vast amounts of data that must be protected against attacks. Programmable open interfaces pose a potential threat to software networks. This threat requires a consistent multilevel security framework consisting of policies for the remote authentication of software integrity. The security problems caused by 5G slicing are the major barrier to adopting multitenancy today. The robustness of the system and the network resilience must be improved. Faults occurring in one slice must not have an effect on other slices.

3.3 Operational Efficiency

Operational efficiency is a key factor in reducing network costs. Self-management functions should support a flexible architecture to cope with different use cases. Management interfaces can be implemented using a novel paradigm with the support of the open-source community. This management framework allows partners to exchange management information. Service management processes rely on autonomous functions, self-configuration, and self-healing.

4 CONCLUSION

Network slices are a novel means of realizing the potential of 5G networks. In this paper, we discuss the concept of network slicing, its applications and the integration of other technologies. We propose a network slicing architecture-based 5G ecosystem. Finally, we discuss the remaining challenges and open issues. As SDN and NFV technologies mature, operators will provide increasingly customized services to the vertical industry in a flexible way. We firmly believe that network slicing will play an important role in 5G network.
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