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Abstract. As a swarm intelligence optimization algorithm, ant colony algorithm (ACO) has a good application in combinatorial optimization problems, in which traveling salesman problem (TSP) is an important application of ACO algorithm. It shows the powerful ability of ant colony algorithm to find short paths through graphs. However, there are obvious defects in the ant colony algorithm. When the scale of the ant colony is large, the convergence time of the algorithm becomes longer and the local optimal state is easy to fall into. In this paper, a dynamic pheromone ant colony optimization algorithm based on CW saving algorithm is proposed. Initially, a general path range is found by CW saving value algorithm, and the pheromone matrix can be reasonably configured, so that the ant colony algorithm can quickly get a better solution in the initial optimization. At the same time, the optimization scheme can be adjusted in real time according to the situation of path optimization. Large ant colony searches for other paths. Combined with 3-opt local search algorithm, the ant colony can find the optimal path more quickly. The experimental results show that the improved ant colony algorithm has better convergence speed and solution quality than other ant colony algorithms.

1 INTRODUCTION

With the rapid development of computer technology, the application field of intelligent computing methods is also more and more extensive. Heuristic optimization algorithm is an algorithm that imitates biological behaviour to solve problems inspired by the laws of nature. Inspired by nature and imitating its structure for invention and creation, this is bionics [1].

Ant colony algorithm is an intelligent combinatorial optimization algorithm proposed by professor Dorigo in his doctoral thesis in 1992[2]. The algorithm simulates the foraging behaviour of ants. Ants leave behind a chemical substance called pheromone during foraging. Ants follow the ant colony to find the best foraging path by sensing pheromone intensity [3]. Research shows that ant colony algorithm has the advantages of high robustness, distributed computing, positive feedback and easy integration with other algorithms [4]. However, when dealing with big data problems, the calculation time is long, and it is easy to fall into local optimal solution, even causing stagnation. In response to these problems, many scholars have put forward corresponding improvement methods [5].

The core technology of ant colony algorithm lies in the choice of pheromone update mode and state transition probability. Among them, the construction of pheromone matrix is especially crucial. Pheromone guides artificial ants to choose their paths. The state transition of the ant colony is based on the pheromone matrix of the ant colony, so the reconstruction of the pheromone matrix can provide an improved ant colony algorithm, such as ACS algorithm [6], MMAS algorithm [7], adaptive algorithm [8], dynamic pheromone update algorithm [9], hybrid behaviour ant colony algorithm [10], etc. All the above methods improve the distribution of pheromone matrix by improving the way of pheromone update or adding restrictions to pheromones to improve the ability of path optimization. For example, Gao R [11] adapts the fast convergence rate by candidate set strategy and adaptively adjusts pheromone strategy so that pheromone distribution is relatively uniform. Xu J M [12] proposed a polymorphic ant colony algorithm with a variety of ant colonies and information hormones, which can improve search and convergence speed through different pheromone control mechanisms. In recent years, more and more attention has been paid to the method of combining ant colony algorithm with other algorithms. For example, Jie L [13] combines Ant Colony algorithm and genetic algorithm to solve the problem of Wireless Network location. In document [14], Chen W proposes to combine particle swarm optimization with ant colony algorithm to achieve win-win results in search time and performance.

2 RELATED WORK

TSP problem belongs to NP hard problem. There are mainly two ways to solve this kind of problem at present. One is accurate algorithms such as dynamic programming method and branch and bound method. For the small-scale TSP problem, an accurate algorithm can be used to find the solution. However, when the ant colony is large in scale, it cannot be solved by accurate methods. In recent years, people have published many articles to solve the...
TSP problem (Fanzhen Liu, Yong Quanzhou, Mostafa Mahiai), and many improved algorithms have made great progress. The following is a brief list of some.

Fanzhen Liu\textsuperscript{[15]} et al set the number of initial ant colonies and verified the relationship between the initial average optimal solution and the calculation cost through experiments. In the TSP problem, a strategy to initialize the ant population of ACO algorithm is proposed to obtain high quality optimal solution in a short period of time.

Jingqing Jiang\textsuperscript{[16]} and others adopted a hierarchical method to solve the large-scale TSP problem. The large scale traveling salesman problem is decomposed layer by layer into generalized traveling salesman problem (GTSP) by clustering analysis of cities, and each clustering is solved by ant colony algorithm. Then ant colony algorithm was used to solve each cluster. The whole solution will be obtained after each clustering result is obtained. It is verified that this algorithm can obviously improve the efficiency of solving large-scale ant colony algorithm.

Saban Gü LC\textsuperscript{[17]} et al. proposed a parallel collaborative hybrid algorithm PACO-3 opt. Based on the master-slave model, the algorithm divides the entire ant colony into several sub-ant colonies. Each ant colony shares information through GIS strategy. Once one sub-ant colony is stuck, other communities will help it to jump out of the stuck state. Each independent sub-ant colony is operated according to the ant colony optimization algorithm and the 3-opt algorithm, and the optimal solution is shared among the periods. After verification, the algorithm can get better results. It has higher parallel operation efficiency on distributed management system.

In this paper, a dynamic pheromone ant colony optimization algorithm based on CW saving value algorithm is proposed. Through real-time monitoring of ant colony search paths, the pheromone matrix can be reasonably configured, the optimization scheme can be adjusted, premature phenomenon can be prevented in advance, and the possibility of ant colony searching other paths can be increased. Combining with the 3-opt local search algorithm, the convergence speed of the algorithm is improved while the global search capability is enhanced, and the optimal solution is searched to the greatest extent. At the end of this paper, the algorithm is verified by experiments, and compared with other algorithms, the results are satisfactory.

3 MATERIALS AND METHODS

3.1 ant colony system

This paper takes TSP problem in \( n \) cities on the plane as an example to verify the improvement of ant colony system algorithm (ACS).

3.1.1 state transition rules

In ant colony system, \( n \) ants construct TSP paths in parallel. At the initial moment, the ants were placed in randomly selected cities, and the path information elements were equal among the cities. Ant \( k \) in city \( i \) uses the pseudo-random proportional rule of formula (1) to determine the city \( j \) to be visited next.

\[
j = \begin{cases} \arg \max_{j \in N_i} \left\{ \tau_{ij}^0 \cdot \eta_{ij}^0 \right\}, & q \leq q_0 \\ J, & q > q_0 \end{cases} \tag{1}
\]

Among them, \( N_i \) refers to the collection of cities that ants \( k \) located in city \( i \) can reach directly, and \( J \) is the next city label selected by formula (2) in combination with roulette algorithm. \( q \in (0, 1) \) is a random number with uniform distribution, and \( q_0 \in [0, 1] \) is a fixed parameter.

\[
P_{ij}^k = \begin{cases} \frac{\tau_{ij}^0 \cdot \eta_{ij}^0}{\sum_{j \in N_i} \tau_{ij}^0 \cdot \eta_{ij}^0}, & j \in N_i^k \\ 0, & j \not\in N_i \end{cases} \tag{2}
\]

In formula (2), \( P_{ij}^k \) is the transition probability of ant \( k \) in city \( i \rightarrow j \). \( \tau_{ij} \) is the pheromone intensity of city \( i \rightarrow j \), \( \eta_{ij} \) is the visibility of city \( i \rightarrow j \), and it is generally taken as \( 1/d_{ij} \), representing the predetermined heuristic information. \( \alpha \) and \( \beta \) are the relative importance of pheromone and heuristic information respectively reflected in ant path selection.

3.1.2 local pheromone update

When each ant chooses a path, it will locally update the pheromone on that path.

\[
\tau_{ij} = (1 - \zeta) \cdot \tau_{ij} + \zeta \cdot \tau_0, \quad \tau_0 \in (0, 1) \tag{3}
\]

In formula (3), \( \zeta \) is a fixed parameter, \( \tau_0 \) is the value of the initial pheromone, and the general value is \( 1/n \cdot L_{wn} \). Among them, \( n \) represents the number of cities in the TSP problem, and \( L_{wn} \) represents the path length obtained by the nearest neighbor heuristic method. By updating local pheromone, the pheromone of this path is weakened, the possibility of ant colony searching for other paths is guaranteed, and local optimal solution is avoided.

3.1.3 global pheromone update

After all ants have traversed the city, they begin to update the global pheromone. The updating of global pheromones will only play a role in the path of the best ants. The global pheromone update formula is as follows:

\[
\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \rho \cdot \Delta \tau_{ij} \tag{4}
\]

Where \( \rho \) is the pheromone volatilization factor, \( \Delta \tau_{ij} \) is the pheromone increment, and the general value is \( 1/L_{gst} \). \( 1/L_{gst} \) is the length of the globally optimal path found by the algorithm so far.

3.2 CW algorithm

The CW mileage saving method (Clarke-Wright) is a set of heuristic algorithms proposed by Clarke and Wright to solve NP hard problem, i.e. inexact algorithms. The basic idea of the algorithm is:
1. Take one of the \( n \) cities as the distribution center. Connect the remaining points to the distribution center. Constitute line \( 1 - j - 1 ( j = 2, 3, ..., n) \), \( n - 1 \) lines with only one access point.

2. Calculate the savings value \( S(i, j) = c_{ij} + c_{1j} - c_{1i} \) for all connectable point pairs \((i, j)\) with the constraint.

3. The calculations \( S(i, j) > 0 \) are arranged in order from big to small.

4. Check one by one according to the above order of \( S(i, j) \). If there are two such lines, one containing arcs or edges \((i, 0)\) and the other containing arcs or edges \((0, j)\), and the solution is feasible after merging, then introduce arcs or edges, merge the two lines, and delete \((i, 0)\) and \((0, j)\). Repeat this step until there are no combinable lines.

5. Return to step (4) until all insertable arcs \((i, j)\) have been examined.

### 3.3 3-opt algorithm

In the TSP problem, there are also some locally improved algorithms, such as the 3-opt algorithm (3 element exchange), which is a type of K-opt algorithm. The idea of the algorithm is that after a feasible solution is obtained, the three sides on the path are randomly exchanged, and the new solution obtained is compared with the original solution. If the result of the new solution is good, it will be retained, otherwise it will be discarded, and then the loop iteration will continue until the replacement is completed. Delete 3 edges and reconnect them. There are 8 possibilities in total, as shown in figure 1.

![Figure 1: 3-opt exchange diagram](image)

### 4 PROPOSED METHOD (DACA-3-OPT)

Although heuristic algorithm has achieved good results in solving TSP problem, there are still many shortcomings in solving efficiency and solving quality. To overcome these shortcomings, this paper proposes a dynamic ant colony optimization algorithm based on CW saving algorithm. The algorithm mainly improves the following three aspects:

- a) introducing CW saving algorithm to reasonably plan the initial pheromone matrix distribution in the early stage of ant colony algorithm;
- b) using the improved ant colony algorithm to find the excellent path solution in the path optimization stage;
- c) using the 3-opt algorithm to improve the quality of the solution.

In ant colony algorithm, the initial allocation of pheromone matrix is average. Whether ACS or MMAS, the pheromone matrix is configured to have the same fixed value at the beginning of the algorithm. This makes the ant colony algorithm unable to find a better solution in the initial path optimization process, and it relies entirely on the update of late pheromone to improve the path optimization situation. Therefore, CW saving value algorithm is introduced in the early stage of the algorithm. The allocation of the pheromone matrix is improved by the path solution found by the CW saving value algorithm.

In the CW saving value algorithm, city points \( i = 1, 2, 3, ..., n \) are chosen as the origin to traverse, and \( i \) feasible solutions are obtained. The optimal solution of the \( n \) feasible solutions is selected as the basis for distributing the pheromone matrix.

In ACS, the initial value of the pheromone matrix is

\[
\tau_0 = \frac{1}{nL_{m}}
\]

In the improved algorithm, the increment of pheromone on each CW line is

\[
\Delta \tau = \frac{1}{\lambda L_{gt}S_{n}}
\]

where \( \lambda \in (0, 1) \) is a fixed parameter. The distribution value of the pheromone matrix is

\[
\tau_0 = \frac{1}{nL_{m}} + \Delta \tau
\]

The ant colony optimization algorithm is improved as follows:

#### 4.1 Crowding degree

As the number of iterations increases, the pheromone matrix begins to show two levels of differentiation. There are more and more pheromones on the path of the optimal solution, while the pheromones on other paths become less and less with the number of iterations. Ants are insensitive to the changes of pheromones. After a certain number of iterations, due to the difference of polarization, the ant colony can no longer jump out of the current path, and can only continue to iterate under the current solution, resulting in the iterative process into a crowded stage.

**Definition 1:** Suppose the number of ants passing through the current optimal solution path \( S_k \) of \( k \) cycle is \( m_k \):

\[
d_k = \sum_{j=1}^{5} m_j, \quad i = 1, 2, \cdots, k
\]

\( d_k \) is the crowding of the current optimal path for each cycle. When \( d_k \) is greater than the threshold \( D \), the optimal path is determined to be congested.

To maintain the ant colony algorithm's ability to search for new solutions, DACACW algorithm monitors the ant colony state in real time. Once the ant colony algorithm falls into a crowded state, the weight coefficient \( \beta \) in equation (1) is adjusted as follows:

\[
\beta = \frac{L_{gw}}{L_{gt}}
\]

As \( \beta \) changes, so does the probability that the colony will pick the next city.
4.2 Pheromone matrix

To avoid serious two-level differentiation of the pheromone matrix, inspired by the Max-Min Ant System (MMAS), the value of the pheromone matrix is limited to a certain interval $[\tau_{\min}, \tau_{\max}]$

$$
\tau \in \left[ \frac{1}{(1-\rho)L_{gst}} \left( 1 - \sqrt[2]{\frac{1}{nL_{gst}}(1-\rho)\tau_{gst}} \right) \right] (10)
$$

In formula (10), $k_\theta$ is a fixed parameter. When the congestion degree is detected, the pheromone matrix is reprogrammed once it gets into congestion, and the mean values of the maximum and minimum pheromone $\tau_{avg}$ are taken, that is

$$
\tau_{avg} = \frac{1}{2(1-\rho)L_{gst}} \left( 1 - \frac{k_\theta \left( 1 - \sqrt[2]{\frac{1}{nL_{gst}}} \right)}{1 + (N-2)\sqrt[2]{\frac{1}{nL_{gst}}}} \right) (11)
$$

The part above the average pheromone changes its size.

$$
\tau = \begin{cases} 
\tau & \tau < \tau_{avg} \\
\theta \tau & \tau > \tau_{avg}, \ \theta \in (0,1) (12)
\end{cases}
$$

4.3 Search field

Since the time complexity of the 3-opt algorithm is $O(n^3)$, it will take lots of time to traverse the entire path at a time. Therefore, when carrying out the local search algorithm, the scope of the search domain is prioritized, and 3-opt algorithm operations are carried out within this scope each time. In this paper, the search domain is defined as an area where the distance between two exchanged edges does not exceed a certain length. The 3-opt algorithm is operated within the allowed length range, thus reducing the operation steps and increasing the operation speed.

$$\begin{array}{c}
\text{Traverse the entire path} \\
\text{3-opt operation}
\end{array}$$

5 EXPERIMENTAL RESULTS

In this section, the performance of DACACW algorithm is verified. The parameter settings used in the experiment are shown in table 1 below. Ants choose 67% of the number of cities. The test problem is extracted from TSPLIB (a standard test case) and several algorithms in the previous paper are compared respectively. The test cases are eil51, eil76, st70, eil101, ch130, KroA200 respectively.

<table>
<thead>
<tr>
<th>Table 1: parameter settings for this algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

$$\begin{array}{c}
\text{Traverse the entire path} \\
\text{3-opt operation} \\
\text{Detecting ant colony state} \\
\text{Output optimal path}
\end{array}$$

Table 2 experimental data of DACACW algorithm

<table>
<thead>
<tr>
<th>Problem</th>
<th>BKS</th>
<th>Best</th>
<th>Worst</th>
<th>Average</th>
<th>SD</th>
<th>Error(%)</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eil51</td>
<td>426</td>
<td>428</td>
<td>431</td>
<td>429.29</td>
<td>0.736710069</td>
<td>0.77</td>
<td>6.737</td>
</tr>
<tr>
<td>Berlin52</td>
<td>7542</td>
<td>7544</td>
<td>7550</td>
<td>7545.75</td>
<td>2.268201235</td>
<td>0.05</td>
<td>7.116</td>
</tr>
<tr>
<td>Rat99</td>
<td>1211</td>
<td>1217</td>
<td>1221</td>
<td>1218.6</td>
<td>2.01049876</td>
<td>0.57</td>
<td>47.655</td>
</tr>
<tr>
<td>Lin105</td>
<td>14379</td>
<td>14382</td>
<td>14400</td>
<td>14384.7</td>
<td>5.667079448</td>
<td>0.04</td>
<td>55.983</td>
</tr>
<tr>
<td>KroA200</td>
<td>29368</td>
<td>29399</td>
<td>29420</td>
<td>29403.9</td>
<td>8.527972549</td>
<td>0.12</td>
<td>387.053</td>
</tr>
<tr>
<td>KroB150</td>
<td>26130</td>
<td>26127</td>
<td>26214</td>
<td>26143.05</td>
<td>31.91679149</td>
<td>0.04</td>
<td>164.001</td>
</tr>
<tr>
<td>Pr107</td>
<td>44303</td>
<td>44301</td>
<td>44031</td>
<td>44301</td>
<td>0</td>
<td>-0.0045</td>
<td>60.688</td>
</tr>
<tr>
<td>TSP225</td>
<td>3916</td>
<td>3858</td>
<td>3889</td>
<td>3860.15</td>
<td>6.899847443</td>
<td>-1.42</td>
<td>605.767</td>
</tr>
</tbody>
</table>

Looking at Table 3, for the Rat99, St70, KroA200 and ch150 problems, the proposed method yields the closest result to the optimal solution with minimal standard deviation. The average results of Rat99, St70, KroA200 and ch150 were 1218.6, 677.45, 29403.9 and 6545.15, respectively. As can be seen from table 3, these results are superior to the research results in the literature. It is also observed from table 2 that for the problems of Eil51, Berlin52, ch150, Att48, ch130, KroA150, KroB100, KroB150, pr107 and TSP225, the results are close to the optimal solution, and in some cases the optimal solution is even better than the official data. Comparing the results
In the literature, we can see that the method proposed in this paper has produced ideal results.

<table>
<thead>
<tr>
<th>Method</th>
<th>Problem</th>
<th>E15</th>
<th>Brisia2</th>
<th>Rat99</th>
<th>E176</th>
<th>St70</th>
<th>Kno100</th>
<th>Lin105</th>
<th>Kno200</th>
<th>Ch150</th>
<th>E100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BKS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>438.70</td>
<td>8073.97</td>
<td>—</td>
<td>556.10</td>
<td>—</td>
<td>21,686.47</td>
<td>14,702.17</td>
<td>30,257.53</td>
<td>675.30</td>
<td>654.83</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>3.52</td>
<td>270.14</td>
<td>—</td>
<td>8.03</td>
<td>—</td>
<td>245.76</td>
<td>328.37</td>
<td>342.98</td>
<td>83.01</td>
<td>65.77</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>2.98</td>
<td>7.05</td>
<td>—</td>
<td>3.36</td>
<td>—</td>
<td>2.76</td>
<td>2.23</td>
<td>3.03</td>
<td>3.45</td>
<td>4.11</td>
</tr>
<tr>
<td>RABNET – TSP (2006)</td>
<td>avg</td>
<td>437.47</td>
<td>793.90</td>
<td>—</td>
<td>556.33</td>
<td>—</td>
<td>21,522.73</td>
<td>14,408.7</td>
<td>30,190.27</td>
<td>678.37</td>
<td>648.60</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>4.20</td>
<td>277.23</td>
<td>—</td>
<td>5.30</td>
<td>—</td>
<td>93.34</td>
<td>44.03</td>
<td>273.38</td>
<td>76.14</td>
<td>3.85</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>2.69</td>
<td>5.18</td>
<td>—</td>
<td>3.41</td>
<td>—</td>
<td>1.13</td>
<td>0.15</td>
<td>2.80</td>
<td>3.22</td>
<td>3.12</td>
</tr>
<tr>
<td>Modified RABNET – TSP</td>
<td>avg</td>
<td>427.27</td>
<td>7542.00</td>
<td>—</td>
<td>540.20</td>
<td>—</td>
<td>21,370.30</td>
<td>14,406.4</td>
<td>29,738.73</td>
<td>693.70</td>
<td>635.23</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.45</td>
<td>0.00</td>
<td>—</td>
<td>0.94</td>
<td>—</td>
<td>123.36</td>
<td>37.28</td>
<td>356.07</td>
<td>22.45</td>
<td>3.59</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>0.30</td>
<td>0.00</td>
<td>—</td>
<td>0.41</td>
<td>—</td>
<td>0.41</td>
<td>0.19</td>
<td>1.26</td>
<td>0.55</td>
<td>0.99</td>
</tr>
<tr>
<td>SA ACO PSO (2011)</td>
<td>avg</td>
<td>431.10</td>
<td>7547.23</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.20</td>
<td>0.07</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.02</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3.13</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>439.25</td>
<td>7556.58</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>3.11</td>
<td>0.19</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>10.15</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>431.20</td>
<td>7500.58</td>
<td>1241.33</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>1.22</td>
<td>0.23</td>
<td>1.42</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>7634.00</td>
<td>—</td>
<td>542.00</td>
<td>—</td>
<td>—</td>
<td>21,437.00</td>
<td>—</td>
<td>29,946.00</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.22</td>
<td>0.74</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.73</td>
<td>—</td>
<td>1.97</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>426.65</td>
<td>7542.00</td>
<td>—</td>
<td>541.22</td>
<td>—</td>
<td>21,282.00</td>
<td>14,379.0</td>
<td>29,654.03</td>
<td>6572.13</td>
<td>639.87</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>0.66</td>
<td>0.00</td>
<td>—</td>
<td>0.66</td>
<td>—</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.97</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.15</td>
<td>0.00</td>
<td>—</td>
<td>0.60</td>
<td>—</td>
<td>0.00</td>
<td>0.00</td>
<td>0.97</td>
<td>0.68</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>426.60</td>
<td>7542.00</td>
<td>—</td>
<td>539.44</td>
<td>—</td>
<td>21,282.00</td>
<td>14,379.4</td>
<td>29,646.50</td>
<td>6000.10</td>
<td>633.30</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>0.52</td>
<td>0.00</td>
<td>—</td>
<td>1.51</td>
<td>—</td>
<td>0.00</td>
<td>0.00</td>
<td>0.56</td>
<td>0.95</td>
<td>2.64</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.14</td>
<td>0.00</td>
<td>—</td>
<td>0.27</td>
<td>—</td>
<td>0.00</td>
<td>0.00</td>
<td>0.95</td>
<td>2.64</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>443.39</td>
<td>7441.77</td>
<td>—</td>
<td>557.63</td>
<td>700.58</td>
<td>22,435.31</td>
<td>—</td>
<td>—</td>
<td>6677.12</td>
<td>603.30</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>52.5</td>
<td>0.00</td>
<td>—</td>
<td>4.10</td>
<td>7.51</td>
<td>231.34</td>
<td>—</td>
<td>19.30</td>
<td>6.56</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>408</td>
<td>0.03</td>
<td>—</td>
<td>3.71</td>
<td>3.79</td>
<td>5.42</td>
<td>—</td>
<td>—</td>
<td>2.28</td>
<td>8.65</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>426.65</td>
<td>7541.20</td>
<td>1227.40</td>
<td>538.30</td>
<td>678.20</td>
<td>21,445.30</td>
<td>14,379.2</td>
<td>29,646.05</td>
<td>6503.95</td>
<td>632.70</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>0.61</td>
<td>2.37</td>
<td>1.98</td>
<td>0.47</td>
<td>1.47</td>
<td>78.24</td>
<td>0.48</td>
<td>114.71</td>
<td>27.58</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.11</td>
<td>0.02</td>
<td>0.28</td>
<td>0.06</td>
<td>0.47</td>
<td>0.77</td>
<td>0.00</td>
<td>0.95</td>
<td>0.55</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Emot(%)</td>
<td>429.29</td>
<td>7545.73</td>
<td>1218.6</td>
<td>544.85</td>
<td>677.45</td>
<td>2128.5</td>
<td>1438.47</td>
<td>29403.9</td>
<td>6545.15</td>
<td>642.35</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>avg</td>
<td>0.73</td>
<td>2.26</td>
<td>2.01</td>
<td>1.13</td>
<td>0.94</td>
<td>0.00</td>
<td>0.00</td>
<td>8.52</td>
<td>12.8</td>
<td>3.49</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.37</td>
<td>0.05</td>
<td>0.57</td>
<td>1.27</td>
<td>0.29</td>
<td>0.01</td>
<td>0.04</td>
<td>0.12</td>
<td>0.09</td>
<td>2.12</td>
</tr>
</tbody>
</table>
6 CONCLUSIONS

As a famous NP hard problem, there is no exact method to find the exact solution of TSP problem. This paper presents an improved ant colony algorithm for traveling salesman problem (TSP). DACACW algorithm gets the initial solution by CW economizing algorithm and improved ACS algorithm, and 3-opt algorithm optimizes these solutions locally. DACACW algorithm has been in the calculation of the results and calculation efficiency has been a satisfactory result. Some of these data also get close to the optimal solution. However, there are still some problems, such as how to jump out of the local optimal solution more quickly, how to strengthen the relationship between ant colonies and how to enable ant colony to achieve the information sharing of each optimization path. How to combine the parallel computing characteristics of the computer to achieve multi-ant colony optimization. In this paper, based on CW economized value dynamic ant colony algorithm, numerical experiments are carried out on eil51, and the optimal path total distance is 428, while the optimal path total distance given in reference [17] [18] is obviously. The experimental results given in this paper are superior to those in the literature.
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