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Abstract. This paper proposes a novel integrated guidance and control (IGC) method for hypersonic vehicle in terminal phase. Firstly, the system model is developed with a second order actuator dynamics. Then the back-stepping controller is designed hierarchically with command filters, where the first order command filters are implemented to construct the virtual control input with ideal states predicted by an adaptive estimator, and the nonlinear command filter is designed to produce magnitude, rate and bandwidth limited control surface deflection finally tracked by a terminal sliding mode controller with finite convergence time. Through a series of 6-DOF numerical simulations, it’s indicated that the proposed method successfully cancels out the large aerodynamics coefficient uncertainties and disturbances in hypersonic flight under limited control surface deflection. The contribution of this paper lies in the application and determination of nonlinear integrated design of guidance and control system for hypersonic vehicle.

1 Introduction

Hypersonic vehicle has the potential to fulfill the role of fast-speed and long-range aircraft capable to reach anywhere in a few time. The typical configuration is a wedge-shaped lifting body with a scramjet engine, which produces severe coupling of aerodynamics forces. So the hypersonic flight control is always a challenging research area. The guidance and control system needs to deal with large flight envelope, aerodynamics coefficients uncertainties, as well as flight states coupling (see [1, 2]).

The conventional design of the guidance and control system contains two hierarchical loops. In this manner, the inner autopilot loop is designed as a solution to track the angle of attack (AOA) or acceleration command generated by the outer guidance loop. The inner and outer control laws are independently designed based on frequency separating approximation. However, the approximation does not hold in hypersonic flight due to the rapid change of flight states. The conventional design may cause instability and increase the steady error. The integrated approach can eliminate the time lag existing inevitably in the conventional design, and exploit fully the synergistic relationships between guidance and control system. On one hand, the design process and cost can be significantly reduced. On the other hand, the performance of the flight control system is potential to improve. In [3], the term “integrated” means that the nonlinear flight dynamics is built without states separation and the full-state feedback generates directly the fin deflections. In this case, the guidance law and autopilot control law is designed together. The term also means the guidance law is independently designed with full-state feedback. In [4], it was shown that the performances of both two full-state feedback designs were superior to separated design. In [5, 6], a two-loop controller structure of partial integrated guidance and control is proposed. The outer loop is designed to generate the pitch angle rate command not AOA or acceleration command, and the inner loop tracks the outer loop command.

For cascade nonlinear integrated guidance and control, it’s very useful to recursively design indirect (or pseudo, virtual) control input for lower dimension subsystems step by step so as to deal with the un-matched uncertainties and disturbances in different channels. The studies and examples of this back-stepping technique in the case of integrated guidance and control are found in [7, 8]. However the back-stepping controllers suffer from the problem of repeated differentiation of the virtual control input, which results in signal chattering. Hou [7] employ low-pass command filter to avoid directly differentiating to each virtual control input for missile integrated guidance and control system. In [7-11], the employment of command filter in back-stepping control is presented as ‘dynamic surface control’ (DSC) technique. It is widely extended in hypersonic flight control issues. In [12], the second-order command filters instead of the first-order filters are applied in DSC. With the help of command filters, the performance of back-stepping controller is significantly improved in stability and steady-state tracking accuracy, and the detail analysis is made in [13]. In [14], the stability of command filtered back-stepping control is further improved by composite learning. In [15, 16], a linear second order command filter is designed to impose magnitude and rate limitations on one of the virtual control input. In [17], the global uniform ultimate boundlessness of the tracking errors in DSC is guaranteed in the presence of the input constraints. Deep discussion about control input...
constraint, finite time convergence in IGC design arises rapidly in [18-20]. In [20], first order auxiliary dynamics is developed to deal with the input constraints.

As opposed to non-adaptive control method, adaptive control allows for performance over a wider flight envelope and uncertain operational environment such as actuator failure or unexpected changes of flight dynamics. In [21], L1 adaptive control architecture (as shown in Figure 2) is introduced, where the command filter $C(s)$ offers great benefit in filtering the plant uncertainties. The features have been verified in a large number of flight tests in recent papers. It is a powerful and low-cost controller in the presence of large uncertainties, un-modeled dynamics, and disturbances. In [22, 23], output feedback L1 adaptive control is designed and applied to missile guidance and control system. It demonstrates robustness to significant changes in the missile dynamics up to ±50% change in the missile longitude model parameters. In [24], the application of L1 adaptive control for hypersonic re-entry is presented. The reference AOA command is generated by a slower outer-loop flight path angle PID controller. Several scenarios including degradation of control surface efficiency, reduced longitudinal stability margins and controller processing delays are simulated without controller reconfiguration to test the robustness. In [25-28], it mainly addresses the application of L1 adaptive control in IGC design for hypersonic glider. A dynamics pole placement controller is implemented as the baseline controller, and it is augmented with an L1 adaptive controller to cancel out the matched and unmatched uncertainties.

Motivated by the reviews and discussions on the integrated guidance and control design, the adaptive command filtered controller is proposed for IGC of hypersonic vehicle in terminal phase. This paper is organized as follows: In Section 2, the nonlinear IGC model is built with uncertain aerodynamics parameters and unmatched time-varying disturbances. In Section 3, the adaptive IGC controller based on command filter and backstepping technique is introduced, the control law is derived. In Section 4, the numerical simulations of different scenarios are presented. The system dynamics of more general types including time and state dependent nonlinearities are tested. In Section 5, the paper is concluded.

2 Problem Formations

In this section, the nonlinear IGC model is developed. The aerodynamics coefficients are taken from a scaled down version of NASA’s CAV (see Appendix A). The planar geometry in terminal phase is placed in Figure 1. The inertial coordinate system OXY is built without considering the earth rotation, OX axis is local horizontal. $R$ is the distance between mass center and landing point. $\delta$, $\alpha$, $\omega$ are respectively the LOS (Line of Sight) angle, AOA and pitch angle rate. The angle and angle rate directions shown in Figure 1 are positive.

![Figure 1. The planar geometry in terminal phase](image)

2.1 Longitudinal Dynamics

The nonlinear longitudinal flight dynamics is presented as follows:

\[
\dot{R} = -V \cos(q - \gamma) \\
\dot{q} = \frac{V}{R} \sin(q - \gamma) \\
\dot{\gamma} = \bar{L}_o + \bar{L}_a \alpha - \frac{g}{V} \cos \gamma \\
\dot{\alpha} = \bar{M}_a + \bar{M}_b \dot{\alpha}_z 
\]

when the flight velocity is high, the lift force coefficient can be expressed as $C_L = C_L^o + C_L^{oT}$. $C_L^o$ is the lift coefficient derivative with respect to AOA, $S_{ref}$ is the aerodynamics reference size, $V$ is approximated as constant velocity, $m$, $g$ are constant mass and gravity acceleration. Then the lift consists of two parts:

\[
L = L_o \alpha + L_o.
\]

where $L_o$ is the main contribution of AOA to lift, and $L_o$ means the other factors contribution to lift such as control surface and body. Then the two parts of lift are unified by momentum.

The aerodynamics moment is also described in two parts:

\[
\bar{M}_z = M_z \delta_z + M_o, \quad \bar{M}_o = \frac{1}{2} \rho V S_{ref} C_L^{oT} \bar{L}_o.
\]

where $L_o$ is the main contribution of AOA to lift, and $L_o$ means the other factors contribution to lift such as control surface and body. Then the two parts of lift are unified by momentum.

The aerodynamics moment is also described in two parts:

\[
\bar{M}_z = M_z \delta_z + M_o, \quad \bar{M}_o = \frac{1}{2} \rho V S_{ref} C_L^{oT} \bar{L}_o.
\]
Next, the actuator dynamics is integrated with the vertical flight dynamics. This paper considers a second order actuator dynamics is given by the following transfer function:

$$G_{ac} (s) = \frac{\delta_{ac} (s)}{\delta_{ac} (s)} = \frac{K_{ac}}{T_{ac}^2 s^2 + 2T_{ac} \xi_{ac} s + 1}$$  \hspace{1cm} (4)$$

where $\delta_{ac}$ is the control surface deflection, and $K_{ac}$, $T_{ac}$, $\xi_{ac}$ are respectively mean the constant gain, the time constant, the damping rate.

2.2 Integrated Guidance and Control

Differentiating (1b) respect to time, together with (1c) yields:
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uncertainties and disturbances, and the parameters in (11) is estimated by the adaptation.

![Figure 2. Architecture of the adaptive controller](image)

3.1. Command Filters

In this case, the adaptive controller involves three command filters:

\[ C(s) = \begin{bmatrix} C_1(s) & C_2(s) & C_3(s) \end{bmatrix} \]  

The filters have unity DC gains: \( C_i(0) = 1 \), for \( i = 1, 2, 3 \), and \( C_1(s), C_2(s) \) have at least 2 relative degrees.

\[
C_i(s) = \frac{-k_i D_i(s)}{1 + k_i D_i(s)}, \quad i = 1, 2
\]

\[
C_3(s) = \frac{b k_i D_i(s)}{1 + b k_i D_i(s)}
\]  

where \( k_i > 0 \), for \( i = 1, 2, 3 \) and \( D_i(s) \), for \( i = 1, 2, 3 \) are strictly proper transfer functions.

In order to produce a magnitude, rate and bandwidth limited signal \( v(t) \), a nonlinear command filter is designed as following:

\[
\bar{v}(s) = \bar{G}(s) \text{sat}(e_{sat}(s))
\]

\[
\bar{G}(s) = \frac{\omega_{a,max}^2}{s^2 + 2 \bar{v}_{sat} \omega_{a,max} s + \omega_{a,max}^2}
\]  

where \( e_{sat} = v_{sat} - \bar{v} \) and it is saturated with a maximum value

\[
e_{max} = \frac{\bar{v}_{sat} \text{rate}_{max}}{\omega_{a,max}}, \quad \text{rate}_{max} \text{ is the rate limit of actuator and } \bar{v}_{sat}, \omega_{a,max} \text{ are respectively the maximum values of damping rate and natural frequency in (4).}
\]

The saturation function in (14a) is defined as following:

\[
z_{sat} = \text{sat}(z) = \begin{cases} z_{max} \text{sgn}(z), & |z| \geq z_{max} \\ z, & |z| < z_{max} \end{cases}
\]  

3.2 State Predictor

Based on (11), the following state predictor is considered:

\[
\hat{x}_1 = -a_1 \hat{x}_1 + \hat{b}_1 \| e \|_s + \hat{\sigma}_1 + \hat{x}_2
\]

\[
\hat{x}_2 = -a_2 \hat{x}_2 + \hat{b}_2 \| e \|_s + \hat{\sigma}_2 + \hat{x}_3
\]

\[
\hat{x}_3 = -a_3 \hat{x}_3 + \hat{b}_3 \| e \|_s + \hat{\sigma}_3 + \hat{b}_4
\]  

The predictive states are \( \hat{x}_1, \hat{x}_2, \hat{x}_3 \), the prediction error can be depicted as \( e_i = \hat{x}_i - x_i \). \( a_1, a_2, a_3 > 0 \) are positive constants specifying a desired closed-loop dynamics. Then we have two matrices:

\[
A_w = \begin{bmatrix} -a_1 & 0 & 0 \\ -a_2 & 0 & 0 \\ -a_3 & 0 & 0 \end{bmatrix}
\]

\[
A_g = \begin{bmatrix} -a_1 & 1 & 0 \\ 0 & -a_2 & 1 \\ 0 & 0 & -a_3 \end{bmatrix}
\]  

3.3 Adaptation

The parameters \( \hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3, \hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3, \hat{b} \) in (16) are estimated by the following project law:

\[
\dot{\hat{\beta}}_1 = \Gamma \text{Pr}_{d} \left( \hat{\beta}_1, -\hat{\sigma}_1 P \left[ 1,0,0 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{\beta}}_2 = \Gamma \text{Pr}_{d} \left( \hat{\beta}_2, -\hat{\sigma}_2 P \left[ 0,1,0 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{\beta}}_3 = \Gamma \text{Pr}_{d} \left( \hat{\beta}_3, -\hat{\sigma}_3 P \left[ 0,0,1 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{\sigma}}_1 = \Gamma \text{Pr}_{d} \left( \hat{\sigma}_1, -\hat{\sigma}_1 P \left[ 0,1,0 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{\sigma}}_2 = \Gamma \text{Pr}_{d} \left( \hat{\sigma}_2, -\hat{\sigma}_2 P \left[ 0,0,1 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{\sigma}}_3 = \Gamma \text{Pr}_{d} \left( \hat{\sigma}_3, -\hat{\sigma}_3 P \left[ 0,0,1 \right]^T \| v \|_s \right)
\]

\[
\dot{\hat{b}} = \Gamma \text{Pr}_{d} \left( \hat{b}, -\hat{\sigma}_1 \hat{\sigma}_2 \hat{\sigma}_3 R \right)
\]  

where \( \Gamma \in \mathbb{R}^+ \) is the adaptation gain, the symmetric positive definite matrix \( P = P^T > 0 \) solves the Lyapunov equation \( A_w^T P + PA_w = -Q \) for arbitrary \( Q = Q^T > 0 \). The
projection operator $Pr \sigma (\cdot)\text{ }$ ensures that $|\hat{X}(t)| \leq \theta_k$, $\sigma_i \leq \Delta_i$, $i = 1, 2, 3$ and $\hat{b}(t) \in \Omega$.

### 3.3 Control Law

The adaptive controller is designed step-by-step for three subsystems. Firstly, the following subsystem with virtual control input $\bar{x}_i$ is considered:

$$\dot{x}_i = \theta_i \|\dot{x}_i\| + \sigma_i + \bar{x}_i$$

(21)

The virtual control input is designed in the following form:

$$\bar{x}_i = -a_i x_i - \hat{\eta}_{ic} (t)$$

(22)

where $\hat{\eta}_{ic} (t)$ is verified by the transfer function of $\hat{\eta}_{ic} (s) = C_i (s) \hat{x}_i (s)$ and $\hat{\eta}_i (t)$ is depicted as follows:

$$\dot{\hat{\eta}_i} (t) = \dot{\hat{\theta}_i} (t) \|\dot{x}_i\| + \sigma_i$$

(23)

Secondly, choosing the following subsystem:

$$\dot{x}_2 = \theta_2 \|\dot{x}_2\| + \sigma_2 + \bar{x}_3$$

(24)

then the virtual control input $\bar{x}_3$ has the following transfer function:

$$\bar{x}_3 (s) = -k_2 D_2 (s) \hat{\eta}_2 (s)$$

(25)

where $\hat{\eta}_2 (s)$ is the Laplace transform of $\hat{\eta}_2 (t)$.

$$\dot{\hat{\eta}_2} (t) = \dot{\hat{\theta}_2} (t) + a_2 (x_2 (t) - \bar{x}_2 (t)) - \bar{\eta}_2 (t)$$

(26a)

$$\dot{\bar{\eta}_2} (t) = \bar{x}_3 (t) + \hat{\theta}_2 (t) \|\dot{x}_2\| + \sigma_2 (t)$$

(26b)

Thirdly,

$$\dot{x}_3 = \theta_3 \|\dot{x}_3\| + \sigma_3 + \bar{b} \bar{x}_4$$

(27)

The control input of the adaptive controller is finally depicted as follows:

$$\bar{x}_4 (s) = -k_4 D_4 (s) \hat{\eta}_4 (s)$$

(28)

where $\hat{\eta}_4 (s)$ is the Laplace transform of $\hat{\eta}_4 (t)$.

$$\dot{\hat{\eta}_4} (t) = \dot{\hat{\theta}_4} (t) + a_4 (x_4 (t) - \bar{x}_4 (t)) - \bar{\eta}_4 (t)$$

(29a)

$$\dot{\bar{\eta}_4} (t) = \bar{b} (t) u(t) + \hat{\theta}_4 (t) \|\dot{x}_4\| + \sigma_4 (t)$$

(29b)

**Lemma 1** The error dynamics can be depicted as follows:

$$\dot{\varepsilon}(t) = A_{\alpha}(t) \varepsilon(t) + \begin{bmatrix} \hat{\theta}_1 \|\dot{x}_1\| + \sigma_1 \\ \hat{\theta}_2 \|\dot{x}_2\| + \sigma_2 \\ \hat{\theta}_3 \|\dot{x}_3\| + \sigma_3 + \bar{b} \varepsilon_4 \end{bmatrix}$$

(30)

If $\|\varepsilon\| < \rho_0$ and the adaptive gain satisfies $\Gamma > \Gamma_{\min}$:

$$\Gamma_{\min} = \frac{12 \rho_0^2 + 12 \rho_0^2 + (\rho_0 - \bar{\theta})^2 + 18 \hat{\beta}_4 (P) \hat{\theta}_4 \hat{\sigma}_4 + \hat{\sigma}_4}{\lambda_{\max} (P) \rho^2}$$

(31)

Then the states error over $t \in [t_0, T]$ holds the following bound:

$$\|\varepsilon\|_L < \gamma$$

(32)

Next, a terminal sliding mode controller is designed for the second order actuator to track $\bar{x}_4$. To get the second order derivatives of $\bar{x}_4$, a three order nonlinear differentiator is implemented:

$$\dot{x}_{\text{thod}1} = x_{\text{thod}2}$$

$$\dot{x}_{\text{thod}2} = x_{\text{thod}3}$$

$$\dot{x}_{\text{thod}3} = \frac{4}{e^2} \left(-2 \varepsilon + \left|\varepsilon \right| \left|\varepsilon \right|^3 - \left|\varepsilon\right| \left|\varepsilon \right|^5 \left|\varepsilon^2 \right| x_{\text{thod}3} \right)$$

(33)

where

$$v = x_{\text{thod}1} - x_{thod4} + \frac{1}{e^2} \left|\varepsilon \right| \left|\varepsilon \right|^3 \left|\varepsilon \right| x_{\text{thod}2}, x_{\text{thod}1} (0) = \bar{x}_4 (0) \cdot$$

The error between $x_{\text{thod}1}$ and $\bar{x}_4$ can be enough small through choosing suitable $e$. Then $x_{\text{thod}2}$ and $x_{\text{thod}3}$ are respectively the first and second order derivatives of $\bar{x}_4$.

**Defining the tracking error** $\varepsilon_{\text{act}} = x_4 - \bar{x}_4$ and error vector $E = [\varepsilon_{\text{act}} \varepsilon_{\text{act}}]^T$, then the following nonlinear sliding mode surface is designed:

$$\sigma = CE - CP$$

(34)

where $C = [c_1, c_2]$ is a constant vector, and $P = [p, p]^T$ is determined by the following nonlinear function:

$$p(t) = \begin{cases} \frac{15}{7} e_{\text{act}}^2 + \frac{8}{7} e_{\text{act}} + \frac{3}{27} e_{\text{act}}^2 \\ \frac{6}{7} e_{\text{act}} + \frac{8}{7} e_{\text{act}} + \frac{3}{27} e_{\text{act}}^2 \end{cases}$$

(35)
It’s obvious that $T$ is the convergence time of this nonlinear sliding mode controller. Finally, the control input of integrated guidance and control is designed as follows:

$$u = -\frac{1}{b_{ac}} \left( f_{ac} (x) - x_{end3} - \dot{\theta} + \frac{c_2}{c_1} \left( \dot{e}_{ac} - \dot{\theta} \right) \right) - \frac{1}{b_{ac}} \text{sgn}(c_1 \sigma)(F + D + K)$$

(36)

4 Numerical Simulations

To verify numerically the performance of the proposed method, series of 6 DOF numerical simulation are performed. The aerodynamics coefficients are chosen based on CAV-L (see Appendix A).

4.1 Simulation Parameters

The initial flight states are set as follows:

$$R_0 = 20km, V = 1200m/s, g = 9.8m/s^2$$

$$\gamma_0 = 0\text{deg}, \alpha_0 = 0\text{deg}, \psi_0 = -60\text{deg}$$

(37)

The actuator dynamics is given by the following parameters:

$$K_{ac} = 0.9531, T_{ac} = 0.0144, \xi_{ac} = 0.4764$$

(38)

For all scenarios, the adaptive command filtered controller is designed without reconfiguration. The command filters are set as follows:

$$C_1(s) = \frac{3}{s^2 + 1.1s + 3}$$

(39a)

$$C_2(s) = \frac{100}{s^2 + 15s + 100}$$

(39b)

$$C_3(s) = \frac{10}{s + 10}$$

(39c)

The state predictor is confirmed by:

$$a_1 = a_2 = a_3 = 2$$

(40)

$$Q = \text{diag}(15, 10, 1)$$

(41)

The projection bound is set as $Q = [0.1, 3]$, and the gain of projector is $\Gamma = 10^4$. The rate limit is 300deg/s, $\dot{\xi}_{max} = 0.7$, $\omega_{x,max} = 20s^{-1}$ and the maximum value of control surface deflection is 30deg. The nonlinear differentiator in (33) is set with $\varepsilon = 0.015$, the terminal sliding mode controller is designed with $T = 0.5s$ and $C = [15, 50]$.

4.2 Simulation Scenarios

Three scenarios of different flight dynamics are set to test the proposed controller:

Scenario 1:

$$T_{ac} = 1.1, \quad \Theta_a = -1.5, \quad \Omega_a = 0.1x_2 - 0.1x_3, \quad \Psi_a = 1$$

(42)

Scenario 2:

$$T_{ac} = 1.1 - 0.1x_2, \quad \Theta_a = -1.5 + 0.1x_2, \quad \Omega_a = 0.1x_2 - 0.1x_3, \quad \Psi_a = 1$$

(43)

Scenario 3:

$$T_{ac} = 1.1 - 0.1x_2 - 0.05x_4, \quad \Theta_a = -1.5 + 0.1x_2, \quad \Omega_a = 0.1x_2 - 0.1x_3, \quad \Psi_a = 1$$

(44)

Here the aerodynamics moment coefficient is related to both AOA and pitch angle rate. In Scenario 2, the unified lift is determined by nonlinear function related to AOA. In Scenario 3, the coupling of aerodynamics lift and structural dynamics is considered that control surface deflection contributes to aerodynamics coefficient.

The unmatched time-varying disturbances in different channels are set as follows:

$$d_1(t) = 0.005\sin(2t)$$

$$d_2(t) = 0.005\cos(2t)$$

$$d_3(t) = 0.005\sin(t)\cos(2t)$$

$$d_{ac}(t) = \sin(t)$$

(45)

4.3 Results and Discussion

The numerical simulation results are presented through two comparisons of S1 and S2 in Figure 3-9, S2 and S3 in Figure 10-16. The influences of both nonlinearity of aerodynamics coefficients and states coupling are shown in the simulations. Figure 3 shows the flight profile comparison between S1 and S2, which is comparatively large because of high speed. The curves of S2 are steep. It can be seen that the LOS rate converges to zero fast from Figure 4. Figure 6 indicates that the nonlinearity of lift coefficient have a great effect on AOA. The increase of lift in S2 makes the performance better than S1.

Figure 3. The comparison of IGC flight profile
Figure 4. The comparison of $\dot{q}$ between S1 and S2

Figure 5. The comparison of $\gamma$ between S1 and S2

Figure 6. The comparison of $\alpha$ between S1 and S2

Figure 7. The comparison of $\omega_z$ between S1 and S2

Figure 8. The comparison of $\delta_z$ between S1 and S2

Figure 9. The comparison of IGC $\delta_z$ rate

Figure 10. The comparison of IGC flight profile

Figure 11-16 show the comparison simulation results between S2 and S3. The difference in flight profile is small from Figure 10.

However, the main differences happen in pitch angle rate and control surface deflection. The state coupling between AOA and control surface deflection makes the curves chatter in a small range. All the states finally converge well under limited $\delta_z$.  

Figure 8 and Figure 9 shows the curves of control surface deflection and its rate. The limiting conditions don’t result in great chasing, and the proposed controller makes all the states convergence well.
5 Conclusions

This paper outlines the design of integrated guidance and control scheme for hypersonic vehicle in terminal phase. The adaptive command filtered controller is able to cancel out the great aerodynamics uncertainties and disturbances in flight dynamics, nonlinear tracking differentiator is employed to avoid directly differentiating the control surface deflection command, which alleviates the peaking phenomenon. The terminal sliding mode guarantees fast tracking ability for actuator dynamics. Comparison simulations are carried out to effectively confirm the superiority and feasibility of the proposed IGC design. The consideration of actuator dynamics is more practical in applications, additionally magnitude, rate and bandwidth constraints are synthesized in the proposed method.
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