Analyzing trend and developing an empirical formula for estimating rainfall intensity: a case study Eskisehir city, Turkey.
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Abstract. Trend and stationarity analysis conducted for the city center of Eskisehir province, Turkey. The Intensity- Duration – Frequency (IDF) curves and formulas for the estimation of the design rainfall intensity have been developed. Through the application of four different frequency methods, the IDF has been developed for a record of 64 years. The functions employed are; Normal, Log – Normal, Gumbel, and Log – Pearson Type III. A formula for each function developed by determining the parameters with the help of a non-linear regression method. The most appropriate fit of probability distribution determined by goodness of fit test i.e. Chi – Square. The results of the study revealed no evidence of significant trend or nonstationarity in any duration. With an exception to the Normal function which exceeded the critical region in several durations, all the functions found to show high fitting. LPT III identified as the best fit. The coefficient of correlation for the developed formulas found high in all the functions except for LPT III. The study endorsed that the estimation of rainfall intensity for any storm duration and return period can be done for Eskisehir using LPT III and Gumbel formulas as they are evaluated as best fitting.

1 Introduction

The frequency and intensity of extreme rainfall events are expected to increase in the future for the regions that already have intense and frequent events, whereas for the regions having less events are expected to witnessed clear decreases in the amount of rainfall [1]. Stationarity and trend analyses are considered as good tools for investigating the historical change in the time series data especially in hydrological observations. Stationarity has been taken into consideration in many studies as a result of it being one of the main assumptions of analysing the frequency of extreme rainfalls [2]. Therefore, conforming stationarity or detecting nonstationarity is crucial for extreme rainfall observations [3, 4]. There are several studies which have been conducted around the world in order to examine stationarity/nonstationarity and trend analysis of extreme rainfall data [5-7].

Management and planning of water resources includes the determination of required discharge capacity of channels, pumping station capacity and planning out the design and
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building of sewage and storm systems. This management can be eased by using statistical methods that use extreme rainfall data for carrying out the assessment of water resource management. These methods, particularly the IDF curves, can play an important role in: reducing the loss of property and life by judging and assessing hazards, the damage that can occur, and the preventive methods that need to be implemented [8]. The definition of Intensity – Duration – Frequency (IDF) curve of rainfall is given by [9, 10] as the illustration of the amount of rainfall falling on a watershed for a given period of time in the form of a graph.

The mathematical relationship among Return period T (which is also known as frequency referring to the annual frequency of exceedance f), Rainfall intensity I and Storm duration d can easily be found from the IDF curves [9, 11, 12]. Numerous studies have been conducted around the world to develop formulas from the designed IDF curves such as [8, 9, 13-15]. Several studies of developing such a formula have been, also, conducted in several cities in Turkey. For example, [16-21].

The presence of a huge mountain range, different surface shapes and three seas in the surrounding of Turkey has resulted in a varying climate all over the country. In order to get a clear understanding of that climate variation, each of the provinces must be studied. Eskisehir is one of these provinces where neither the historical changes in the extreme rainfall events nor the construction of IDF have been studied. The objective of this study to analyze the trend of the annual maximum rainfall of Eskisehir and develop IDF curves using several distribution functions followed by deriving formula can be used for estimating the rainfall intensity for any return period and duration.

2 Study area and data collection

Eskisehir is a north-western province of Turkey lying in between Istanbul (cultural and touristic capital of Turkey) and Ankara (administrative capital of Turkey); it is 233 km away from Ankara and 324 km from Istanbul. The location of the study area, shown in Figure 1, is between 39°44'00"N and 39°49'00"N latitudes and 30°27'00"E and 30°36'00"E longitudes. The study area has an area of 190 km² and is inhabited by 755,427 people. Only the centre of Eskisehir city which can be represented by the used rainfall station is chosen.

Data was collected for the chosen metrological station located in the centre of Eskisehir from General Department of Meteorology - Ministry of Forest and Water Affairs, Turkey. Data from 1940 to 2010 except for the period between 1950 and 1956 (7 years’ duration) was recorded at the station. The recorded extreme rainfall storms have the duration of 5, 10, 15, 30, 60, 120, 180, 240, 300, 360, 480, 720, 1080, 1440 min.

3 Trend analysis and nonstationarity

It is important to detect the trend in any time series data in order to identify whether there is an increase or decrease during the historical observations. In this study, three trend tests were implemented: Mann-Kendall test (MK), Cox and Stuart test, and Sen’s Slope test. Null hypothesis (H0) of MK test is that no monotonic trend is present whereas the alternative hypothesis (Ha) is that Monotonic trend is present. P value for every duration was calculated and compared with the confidence level. In the same manner, Cox and Stuart test has the same hypotheses (i.e. H0: No monotonic trend, and Ha: Monotonic trend is present) and the same P value comparison. On the contrast, the statistic test, was calculated for Sen’s slope test in order to be compared with the confidence interval.

Trend analysis is implemented to detect whether there is a general increase or decrease in the time series data. However, this increase or decrease not always ensures the existence
of nonstationarity in the series. Therefore, further analysis was conducted to detect whether nonstationarity is present. In this study, three nonstationarity tests were implemented: Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test, Phillips–Perron (PP) test, and Augmented Dickey–Fuller (ADF) test. Null hypothesis (H0) of KPSS test is that data are stationary and the alternative hypothesis (Ha) is that nonstationarity is present. On the other hand, the hypotheses of PP and ADF tests are the opposite (i.e. H0: Nonstationary, and Ha: Stationary).

4 Development of IDF curves

The IDF curves are developed through a three steps procedure [23, 24]. Firstly, the records are fit into any of the probability distribution functions for a specific storm duration, for instance 10 minutes, 20 minutes, 30 minutes, 1 hour, … 24 hours. Then, the probability distribution function selected in the earlier step is used for determining rainfall intensities for a specific storm duration and one of the return periods that have already been defined (e.g. 2, 5, 10, 50, 100 years, etc.). Lastly, two approaches can be used: (a) an equation or mathematical relation is developed relating rainfall intensities, return periods and storm durations, (b) a graphical illustration of the rainfall intensities determined earlier for specific storm durations and each of the defined return periods. IDFs for four functions; Normal, Log-Normal, Gumbel, and Log-Pearson; were developed and shown on Figure 2.
5 Fitting of probability distribution function

There are some of the theoretical probability distribution functions are used commonly and were applied in various areas around the globe: GEV (Generalized Extreme Value Distribution), Gumbel (Extreme Value Distribution type I), Normal Distribution, Log-Normal Distribution, Pearson, Log Pearson Type III Distribution, etc. See [8, 9, 17, 23, 25]. In this study, four common probability distribution functions were used for the purpose of developing the IDF curves. These functions are: Normal, Log-Normal, Gumbel, and Log-Pearson. The goodness of fit test; Chi-Square test was used for testing the best fitting function.

6 Derivation of empirical IDF formula

The maximum rainfall intensities are calculated as dependent variable and the return period and the storm duration as independent variables using any of the four IDF curves developed earlier [8, 9, 12, 25]. A power-law relation as in Eq. (1) can be used for this purpose due to the advantage of having the intensity \( I_T \) being dependent on the return period \( T_r \) and storm duration \( t_d \) separately.

\[
I_T = \frac{f_{n}(T_r)}{f_{n}(t_d)}
\]  

(1)

The function \( f_n(T_r) \), according to [8, 23, 24] can be given as:

\[
f_n(T_r) = a (T_r)^m
\]  

(2)

According to [23, 25], the storm duration \( f_n(t_d) \) can be given by:

\[
f_n(t_d) = (t_d + b)^e
\]  

(3)

Placing Eq. (2) and (3) in this Eq. (1), following power-law equation is obtained:

\[
I_T = \frac{a (T_r)^m}{(t_d + b)^e}
\]  

(4)

In the equation, \( a, m, b \) and \( e \) represent empirical parameters and their values are to be determined. To calculate these parameters, the least squares method used and an equation for every distribution function was developed.

7 Results and discussion

P values of MK and Cox and Stuart tests for all the durations that shown in Table 1 are higher than any of the confidence levels (0.01, 0.05, and 0.1) which means we fail to reject the null hypothesis that data has no trend. Also, as can be seen in Table 1, all the Sen’s slope test values are within the confidence interval which, hence, leads to the same decision that we fail to reject the null hypothesis that no monotonic trend is present. Therefore, there is no evidence that there is a significant trend in the observed extreme rainfall events.

Nonstationarity analyses results are shown in Table 2. The critical values for every test and confidence level are shown, also, in order to ease the inference. The result showed that even if the test values compared with the 0.1 confidence level value which is 0.347, they still all inside the confidence interval. So, we fail to reject the null hypothesis that the series are stationary. PP and ADF tests are left sided test. In specific, the least critical value correspond to 0.01 confidence level for PP test is -4.138 and for ADF test is -4.040. By comparing the test statistics for each duration with these values, it can be obviously seen that all the values are less which means that for both tests the null hypothesis is rejected. Due to the rejection
of the null hypothesis and as the null hypothesis in these two tests is that series are nonstationary, it is concluded that there is no evidence the data is nonstationary.

Table 1. Test statistics values for each duration of three Trend analysis tests: Mann-Kendall (MK), Cox and Stuart, and Sen’s Slope.

<table>
<thead>
<tr>
<th>Test</th>
<th>5 m</th>
<th>10 m</th>
<th>15 m</th>
<th>30 m</th>
<th>1 h</th>
<th>2 h</th>
<th>3 h</th>
<th>4 h</th>
<th>5 h</th>
<th>6 h</th>
<th>8 h</th>
<th>12 h</th>
<th>18 h</th>
<th>24 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>MK Test</td>
<td>0.1</td>
<td>0.14</td>
<td>0.13</td>
<td>0.23</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Cox and Stuart</td>
<td>0.9</td>
<td>0.97</td>
<td>0.99</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.22</td>
</tr>
<tr>
<td>Sen’s Slope</td>
<td>0.0</td>
<td>0.06</td>
<td>0.09</td>
<td>0.09</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sen’s Slope  Test</td>
<td>0.0</td>
<td>0.02</td>
<td>0.02</td>
<td>0.06</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Confidence Interval (Upper and lower value)</td>
<td>0.0</td>
<td>0.02</td>
<td>0.19</td>
<td>0.02</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Confidence levels for MK and Cox and Stuart test are: 0.1, 0.05, 0.01
Confidence Level for Sen’s Slope is: 0.05

Bold numbers are negative values

Table 2. Test statistics values for each duration of three Nonstationarity analysis tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>5 m</th>
<th>10 m</th>
<th>15 m</th>
<th>30 m</th>
<th>1 h</th>
<th>2 h</th>
<th>3 h</th>
<th>4 h</th>
<th>5 h</th>
<th>6 h</th>
<th>8 h</th>
<th>12 h</th>
<th>18 h</th>
<th>24 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPSS Test</td>
<td>0.25</td>
<td>0.31</td>
<td>0.32</td>
<td>0.2</td>
<td>0.09</td>
<td>0.06</td>
<td>0.09</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>PP Test</td>
<td>5.98</td>
<td>6.98</td>
<td>6.72</td>
<td>6.99</td>
<td>7.41</td>
<td>7.75</td>
<td>7.51</td>
<td>8.13</td>
<td>7.93</td>
<td>7.92</td>
<td>7.17</td>
<td>7.11</td>
<td>7.84</td>
<td>7.06</td>
</tr>
<tr>
<td>ADF Test</td>
<td>5.92</td>
<td>6.95</td>
<td>6.71</td>
<td>6.99</td>
<td>7.41</td>
<td>7.75</td>
<td>7.51</td>
<td>8.13</td>
<td>7.93</td>
<td>7.92</td>
<td>7.17</td>
<td>7.11</td>
<td>7.84</td>
<td>7.06</td>
</tr>
<tr>
<td>C. Level</td>
<td>KPSS</td>
<td>0.1</td>
<td>0.05</td>
<td>0.01</td>
<td>pp</td>
<td>0.1</td>
<td>0.05</td>
<td>0.01</td>
<td>ADF</td>
<td>0.1</td>
<td>0.05</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value</td>
<td>0.35</td>
<td>0.46</td>
<td>0.74</td>
<td>0.74</td>
<td>3.17</td>
<td>3.49</td>
<td>4.14</td>
<td>3.15</td>
<td>3.45</td>
<td>4.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Bold numbers are negative values

Kwiatkowski–Phillips–Schmidt–Shin (KPSS), Phillips–Perron (PP), and Augmented Dickey–Fuller (ADF).

According to the IDF's seen in Figure 2, the intensity and return period in all the functions are directly proportional to one another, i.e. if the return period increases the intensity was also seen increasing for a specific storm duration. It was also seen that rainfall intensity and storm duration are inversely proportional for the four functions. The intensity was seen changing dramatically for a certain return period until duration reaches 8-10 hours and after that it starts changing gradually. Also, the figure show that Log-Normal function has the highest intensity values for high return periods and values deduced from rest of the functions were close to each other.

To identify which function is the best fitting among the used distribution functions, the goodness of fit tests must be implemented. In this study, Chi-Square test was utilized. Two significance levels (i.e. \( \alpha = 0.01 \) and \( \alpha = 0.05 \)) were used. The results of Chi-Square test are shown in Table 3. Based on the result in the table, all the distributions were considered to be well fitting the data as the test values are not significant in all the storm durations with an exception of Normal function which has significant result in several durations: 3, 6, 8 hours at the significance level \( \alpha = 0.05 \) and 12 hours at \( \alpha = 0.01 \).
Fig. 2. Fitted Intensity–Duration–Frequency (IDF) Curve using extreme rainfall events for 14 storm durations (i.e. 5, 10, 15, 30 minutes and 1, 2, 3, 4, 5, 6, 8, 12, 18, 24 hour) and 6 return periods (i.e. 2, 5, 10, 50, 100 years) for four functions: a) Normal, b) Log-Normal, c) Gumbel, and d) Log-Pearson.

Table 3. The result of goodness of fit test (Chi–Square) of annual maximum rainfall.

<table>
<thead>
<tr>
<th>Duration</th>
<th>Normal</th>
<th>LogNormal</th>
<th>Gumbel</th>
<th>Log - Pearson III</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 m</td>
<td>9.28</td>
<td>3.22</td>
<td>8.34</td>
<td>4.83</td>
</tr>
<tr>
<td>10 m</td>
<td>1.06</td>
<td>8.25</td>
<td>4.92</td>
<td>2.94</td>
</tr>
<tr>
<td>15 m</td>
<td>3.98</td>
<td>3.74</td>
<td>7.57</td>
<td>2.15</td>
</tr>
<tr>
<td>30 m</td>
<td>3.49</td>
<td>2.6</td>
<td>5.36</td>
<td>5.36</td>
</tr>
<tr>
<td>1 h</td>
<td>7.39</td>
<td>4.25</td>
<td>3.97</td>
<td>4.01</td>
</tr>
<tr>
<td>2 h</td>
<td>9.61</td>
<td>4.02</td>
<td>4.66</td>
<td>5.05</td>
</tr>
</tbody>
</table>
Table 4 lists out the parameters along with their obtained values and the developed formulas. The parameters set of each function formula was worked out using least squares method which implies the obtainment of accurate parameters. Determined parameters were substituted in Eq. (4) in order to obtain a formula for every function that can estimate the intensity for any return period and storm duration.

In the same table, coefficients of correlation were also listed for all the formulas of the four functions. This coefficient indicates the relation between the actual values and predicted values that were obtained by the developed formula. The highest correlation values obtained belong to the formulas of Log-Normal and Gumbel functions whereas the lowest value is for the formula of LPT III function.

Table 4. calculated parameters and coefficient of correlation for every function used in the derived formulas.

<table>
<thead>
<tr>
<th>Function/Parameter</th>
<th>a</th>
<th>b</th>
<th>e</th>
<th>m</th>
<th>Derived Equation</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>19.10</td>
<td>0.14</td>
<td>0.87</td>
<td>0.18</td>
<td>( I_T = \frac{19.10}{(t_d + 0.14)^{0.87}} )</td>
<td>0.995</td>
</tr>
<tr>
<td>Log - Normal</td>
<td>13.70</td>
<td>0.14</td>
<td>0.97</td>
<td>0.34</td>
<td>( I_T = \frac{13.70}{(t_d + 0.14)^{0.97}} )</td>
<td>0.996</td>
</tr>
<tr>
<td>Gumbel</td>
<td>16.93</td>
<td>0.14</td>
<td>0.88</td>
<td>0.24</td>
<td>( I_T = \frac{16.93}{(t_d + 0.14)^{0.88}} )</td>
<td>0.996</td>
</tr>
<tr>
<td>Log - Pearson</td>
<td>22.83</td>
<td>0.28</td>
<td>1.01</td>
<td>0.21</td>
<td>( I_T = \frac{22.83}{(t_d + 0.28)^{1.01}} )</td>
<td>0.992</td>
</tr>
</tbody>
</table>

8 Conclusion

Eskisehir is one of Turkey provinces requires its climate to be studied. The trend of extreme rainfall events for Eskisehir was investigated for the period between 1940 and 2010 (with an exception of the years between 1950 and 1956) using three tests: Mann-Kendall test (MK), Cox and Stuart test, and Sen’s Slope test. There has been no significant trend found throughout the studied period. According to these results, the argument that areas with intense and frequent extreme storms are more likely to witness an increase while on the other hand, the areas which have less intense and frequent storms are expected to witness a decrease is proved, as Eskisehir considered as an area that has moderate extreme rainfall events. This could be due to the location of the study area in the middle of Turkey where the effect of the Mediterranean and Black sea climate is not present and therefore concluding that the precipitation of Eskisehir has not been affected by the climate change.

Stationarity of the extreme rainfall events for all the 14 storm durations examined using several tests: Kwiatkowski–Phillips–Schmidt–Shin (KPSS), Phillips–Perron (PP), and
Augmented Dickey–Fuller (ADF) tests. Log–Normal, Log–Pearson Type III, Normal, and Gumbel functions used to fit IDF curves with 6 return periods (i.e. 2, 5, 10, 50, 100 years) and 14 storm durations. Formulas representing these curves developed for the reason that can be used for estimating rainfall intensity rather than the curves. Therefore, it can be stated that the developed formulas for the study area of the Log-Pearson III and the Gumbel function, with preference given to the Gumbel function, can be used in order to estimate the rainfall intensity for any return period and storm duration.

In general, the use of formula proved to be a good alternative for getting the values from a graph i.e. IDF curve in order to obtain design storm. In this study, only the city center of Eskisehir (i.e. the urban area) with one rainfall station was studied while the consideration of studying the area with a regional effect by using many stations is highly recommended. Also, the effect of the climate change along with effect of the seas and mountains, surrounding Turkey and Eskisehir respectively, on the study area must be studied in detail.
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