A Large Group Decision Making Approach Based on TOPSIS Framework with Unknown Weights Information
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Abstract. Large group decision making considering multiple attributes is imperative in many decision areas. The weights of the decision makers (DMs) is difficult to obtain for the large number of DMs. To cope with this issue, an integrated multiple-attributes large group decision making framework is proposed in this article. The fuzziness and hesitation of the linguistic decision variables are described by interval-valued intuitionistic fuzzy sets. The weights of the DMs are optimized by constructing a non-linear programming model, in which the original decision matrices are aggregated by using the interval-valued intuitionistic fuzzy weighted average operator. By solving the non-linear programming model with MATLAB®, the weights of the DMs and the fuzzy comprehensive decision matrix are determined. Then the weights of the criteria are calculated based on the information entropy theory. At last, the TOPSIS framework is employed to establish the decision process. The divergence between interval-valued intuitionistic fuzzy numbers is calculated by interval-valued intuitionistic fuzzy cross entropy. A real-world case study is constructed to elaborate the feasibility and effectiveness of the proposed methodology.

Keywords. Multiple-attributes large group decision making, optimization of weights of DMs, non-linear programming model, TOPSIS.

1 Introduction

Operational management of many areas are consisted by series of decision making issues. Multiple-attributes group decision making (MAGDM) is widely applied to solve these operational management problems such as supplier selection [1], product concept evaluation [2], and facility location planning [3]. Somehow, in actual decision-making process, MAGDM cannot be accurately analyzed due to the complicated requirement of social and technological trend and the limitations of knowledge and experience of decision-makers (DMs), thus the participation of large group of DMs is
imperative. The MAGDM with large group DMs is defined as multiple attributes large group decision making (MALGDM).

Research on MALGDM can be classified into two categories: clustering-based methods and consensus reaching process-based methods. The principle of the clustering-based method is to decrease the number of decision group by clustering the DMs into some communities, and DMs in the same community is weighted by the same weight. By extending the analytic hierarchy process (AHP) into the Euclidean vector space (VAHP), Zadir [4] defined the similarity measure between DMs, based on which, the DMs in MALGDM is partitioned into homogeneous groups by a clustering procedure. Bolloju [5] identified DMs into subgroups based on similarities in preferences and aggregated preferences within the same subgroups by using AHP. Based on the claimed that, many DMs in large group decision making had similar opinion, Tapia-Rosner et al. [6] proposed a shape-similarity-based clustering approach to improve the weighting process of DMs in MALGDM. To simplify the weighting process of DMs, Liu et al. [7] proposed a classification method for DMs based on the partial binary tree DEA-DA cyclic classification model. Then, to determine the weights of DMs in the cluster and the cluster weights, Liu et al. [8] proposed a two-layer model including Minimized Variance Model and an Entropy Weight Model. The essence of clustering-based methods is to decrease the sample of DMs, the main drawback of which is that, much useful weight information for individual DM will be eliminated. The consensus reaching process-based methods are regarded as the iterative procedure aimed at seeking a high degree of agreement among DMs’ preferences before making a group decision. Palomares et al. [9] proposed a consensus iteration model complementing with a visual analysis tool of the overall consensus reaching process based on self-organizing maps, which facilitates the monitoring of the process performance across the time. Aiming at the lower consensus and the urgency of large group emergency decision making, Xu et al. [10] proposed and investigated a dynamical consensus method based on an exit-delegation mechanism. Zhang et al. [11] presented a new consensus-based group decision making model that an aggregation of individual priority-based aggregation mechanism to employ flexible methods for deriving each DM’s priority and to avoid information loss caused by unifying heterogeneous information. Comparing with the clustering-based methods, the consensus reaching process-based methods can incorporate the opinions of all DMs. Inspired by the principle of consensus-based methods, a non-linear programming model optimizing the weights of the DMs through an iterative procedures among individual decision matrices and comprehensive decision matrix is proposed in this article.

Fuzziness always exists in MALGDM, which is described by interval-valued intuitionistic fuzzy set (IVIFS) in this article owning to its advantages to address the fuzziness and hesitation of DMs [12-13]. For the MALGDM problem, the determination of the weights of criteria and the selection of decision framework should also be seriously considered. As it can utilize the original decision information of DMs to reduce the subjectivity of some other weight methods such as AHP [14-15] and Delphi [16], the information entropy theory is employed to calculate the weights of the criteria. The TOPSIS framework is addressed to establish the decision process as it is an ideal points-based framework concerning both positive ideal solution (PIS) negative ideal solution (NIS) [17]. The interval-valued intuitionistic fuzzy weighting average (IIFWA) operator [18] is used to aggregate individual decision matrices into the comprehensive decision matrix. The interval-valued intuitionistic fuzzy (IVIF) cross-entropy [19] is used to measure the divergence between IVIFSs.

The reminder of this article is organized as follows. Section 2 provides some definitions. Section 3 proposes the MALGDM methodology. In section 4, an example is provided to illustrate the effectiveness of the proposed method. Section 5 summarizes the major contributes of this article.
2 Preliminaries

Definition 1[20] An IVIFS $A$ in a finite set of the universe of discourse $X=\{x_1, x_2, \ldots, x_m\}$ is: $A=\{(u^L_A(x), u^U_A(x)), [v^L_A(x), v^U_A(x)]|x_i \in X\}$, and $\{(u^L_A, u^U_A), [v^L_A, v^U_A]\}$ denotes the interval membership degree and non-membership degree of element $x_i$ belonging to $X$, respectively. And $[u^L_A, u^U_A] \in [0,1]$, $[v^L_A, v^U_A] \in [0,1]$, $u^L_A + v^L_A \leq 1$.

The hesitation degree $\pi(x_i)$ of $x_i$ to $X$ is: $\pi(x_i) = [\pi^L_A, \pi^U_A] = [1-u^L_A, 1-u^U_A, 1-v^L_A, 1-v^U_A]$.

Definition 2[18] For an IVIFS $A_k=(\{a_{k1}, a_{k2}, \ldots, a_{kn}\})$ $(k=1, 2, \ldots, n)$, the IIFW is defined as:

$$
[IIFW]_{k}(a_{11}, a_{22}, \ldots, a_{nn}) = \left(\left\{ \left(1-\frac{1}{L} \sum_{k=1}^{L} (1-a_{nk})^{\lambda_k}, 1-\frac{1}{L} \sum_{k=1}^{L} (1-b_{nk})^{\lambda_k} \right) \right\}, \left\{ \left(\frac{1}{L} \sum_{k=1}^{L} c_{nk}^{\lambda_k}, \frac{1}{L} \sum_{k=1}^{L} d_{nk}^{\lambda_k} \right) \right\}\right)
$$

(1)

where $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_L)$ is weight vector of DM and $\lambda_k \in (0, 1), \sum_{k=1}^{L} \lambda_k = 1$.

Definition 3[21] For two interval-valued intuitionistic fuzzy numbers (IVIFNs) $A = ([u^L_A, u^U_A], [v^L_A, v^U_A])$, $B = ([u^L_B, u^U_B], [v^L_B, v^U_B])$, the standard Euclidean distance between $A$ and $B$ is:

$$
d(A, B) = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{4} \left[ u^L_A(u^U_A) + 4u^L_B + 4u^U_A + 4u^U_B \right] + \left[ v^L_A(v^U_A) + 4v^L_B + 4v^U_A + 4v^U_B \right] \right)^{\frac{1}{2}}
$$

(2)

where $\pi^L_A = 1-u^L_A - v^L_A, \pi^U_A = 1-u^U_A - v^U_A, \pi^L_B = 1-u^L_B - v^L_B, \pi^U_B = 1-u^U_B - v^U_B$.

Definition 4[22] The entropy of $A = ([u^L_A, u^U_A], [v^L_A, v^U_A])$ is defined as:

$$
e(A) = 1-d(A)
$$

(3)

where $d(A) = \left| \frac{v^L_A-v^U_A}{2} \right| + \left| \frac{v^L_B-v^U_B}{2} \right|$. The information entropy of the $j^{th}$ criterion $c_j$ is defined as:

$$
E_j = \frac{1}{n} \sum_{i=1}^{n} e_{ij}
$$

(4)

Then the weight of $c_j$ is calculated by:

$$
\omega_j = \frac{1-E_j}{\sum_{j=1}^{m}(1-E_j)} = \frac{d_j}{\sum_{j=1}^{m} d_j}
$$

(5)

Definition 5[17] A symmetric form of IVIF cross-entropy between IVIFNs $A$ and $B$ is defined as:

$$
D^*(A, B) = D(A, B) + D(B, A)
$$

(6)

where:

$$
D(A, B) = \sum_{i=1}^{n} \left( \frac{\mu^L_A + \mu^L_B + 2\mu^U_A - \mu^U_B}{4} \ln \left( \frac{\mu^L_A + \mu^L_B + 2\mu^U_A - \mu^U_B}{4} \right) + \frac{\mu^L_A + \mu^L_B + 2\mu^U_A - \mu^U_B}{4} \ln \left( \frac{\mu^L_A + \mu^L_B + 2\mu^U_A - \mu^U_B}{4} \right) \right)
$$

(7)

3 Methodology

The mathematical description of the MALGDM can be defined as following. The alternative set is: $X=\{x_1, x_2, \ldots, x_n\}$, $(i=1, 2, \ldots, n)$, the evaluation criteria set is: $C=\{c_1, c_2, \ldots, c_m\}$, $(j=1, 2, \ldots, m)$, the weights of $C$ is: $\Omega=\{\omega_1, \omega_2, \ldots, \omega_m\}$, $(j=1, 2, \ldots, m)$, and the DM set is: $E=\{e_1, e_2, \ldots, e_k\}$, $(k=1, 2, \ldots, l)$, the weight of $E$ is: $A=\{\lambda_1, \lambda_2, \ldots, \lambda_k\}$, $(k=1, 2, \ldots, l)$. $\bar{R}_k=(r_{ik})_{n \times m}$ is the interval-valued intuitionistic fuzzy matrix given by $e_i$. 
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where \( \bar{r}_{ik} = \left\{ u_i^L(x_i), u_i^U(x_i), v_i^L(x_i), v_i^U(x_i) \right\} \) is the ratings given by \( e_k \) with regard to \( c_j \) on \( x_i \). Then the logic flow of the proposed methodology is demonstrated in Figure 1.

\[
\begin{align*}
\text{Step 1: Determining the weights of DMs} & \quad \text{Non-linear programming} \\
\text{Step 2: Calculating the weights of criteria} & \quad \text{Information entropy} \\
\text{Step 3: Ranking alternatives} & \quad \text{TOPSIS framework} \\
& \quad (1) \text{Determining PIS and NIS} \\
& \quad (2) \text{Calculating cluster effect and regret value with cross-entropy} \\
\text{Step 4: Method comparison and sensitivity analysis} \\
\end{align*}
\]

Fig 1. The logic flow of the proposed MGLGDM methodology.

The problem can be solved through three phases in detail.

\textbf{Step 1:} Calculating \( A \) by using non-linear programming optimization model.

The optimization model of \( A \) is constructed as following:

\[
\begin{align*}
\min \sum_{k=1}^{t} d(\bar{R}_k, \bar{R}) \\
\text{s.t.} & \quad 0 \leq \lambda_k \leq 1 \\
\end{align*}
\]

\[
\lambda_k = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{1}{4} \left( |u_{ijk}^L - u_{ijk}^U|^2 + |v_{ijk}^L - v_{ijk}^U|^2 + |\pi_{ijk}^L - \pi_{ijk}^U|^2 \right) \right)^{1/2}
\]

By Equation (9), the objective function is transformed to:

\[
\min \sum_{k=1}^{t} d(\bar{R}_k, \bar{R}) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{j=1}^{m} \left( \frac{1}{4} \left( |u_{ijk}^L - u_{ijk}^U|^2 + |v_{ijk}^L - v_{ijk}^U|^2 + |\pi_{ijk}^L - \pi_{ijk}^U|^2 \right) \right)^{1/2}
\]
Solve the model through MATLAB® to obtain the optimal solution of \( A \). Then the fuzzy comprehensive decision matrix \( \overline{R} \) is acquired through IIFWA as:

\[
\overline{R} = (r_{ij})_{n \times m} = \begin{bmatrix}
\left([u_{i1}^{L}, u_{i1}^{U}], v_{i1}^{L}, v_{i1}^{U}\right) & \cdots & \left([u_{im}^{L}, u_{im}^{U}], v_{im}^{L}, v_{im}^{U}\right)
\end{bmatrix}_{n \times m}
\]

(11)

**Step 2:** Calculate the weight of criteria.

Calculating \( \Omega \) based on Definition 4.

**Step 3:** Alternative ranking.

1. Determining the PIS and the NIS.

The comprehensive decision matrix \( R_i \) of \( x_i \) is denoted as:

\[
R_i = (r_{i1}, r_{i2}, \ldots, r_{im}) = \begin{bmatrix}
\left([u_{i1}^{L}, u_{i1}^{U}], v_{i1}^{L}, v_{i1}^{U}\right) & \cdots & \left([u_{im}^{L}, u_{im}^{U}], v_{im}^{L}, v_{im}^{U}\right)
\end{bmatrix}_{n \times m}
\]

(12)

The PIS and the NIS are denoted in the form of IVIFS as, respectively:

\[
PIS = \left\{ \left( \max_{i=1,2,\ldots,n} [u_{i1}^{L}, u_{i1}^{U}], \min_{i=1,2,\ldots,n} [v_{i1}^{L}, v_{i1}^{U}] \right), \left( \max_{i=1,2,\ldots,n} [u_{i2}^{L}, u_{i2}^{U}], \min_{i=1,2,\ldots,n} [v_{i2}^{L}, v_{i2}^{U}] \right), \ldots, \left( \max_{i=1,2,\ldots,n} [u_{im}^{L}, u_{im}^{U}], \min_{i=1,2,\ldots,n} [v_{im}^{L}, v_{im}^{U}] \right) \right\}
\]

(13)

\[
NIS = \left\{ \left( \min_{i=1,2,\ldots,n} [u_{i1}^{L}, u_{i1}^{U}], \max_{i=1,2,\ldots,n} [v_{i1}^{L}, v_{i1}^{U}] \right), \left( \min_{i=1,2,\ldots,n} [u_{i2}^{L}, u_{i2}^{U}], \max_{i=1,2,\ldots,n} [v_{i2}^{L}, v_{i2}^{U}] \right), \ldots, \left( \min_{i=1,2,\ldots,n} [u_{im}^{L}, u_{im}^{U}], \max_{i=1,2,\ldots,n} [v_{im}^{L}, v_{im}^{U}] \right) \right\}
\]

(14)

2. Calculate the weighted cross-entropy and relative closeness coefficient between each alternative and the PIS or NIS. \( D^*(R_i, PIS) \) is the weighted cross-entropy between each alternative and the PIS. \( D^*(R_i, NIS) \) is the weighted cross-entropy between each alternative and the NIS in the following. Then, the relative closeness degree (RCD) of each alternative is calculated, where \( 0 \leq \theta \leq 1 \), and \( \theta \) is the attention degree. Finally, the alternatives are ranked based on \( RCD_i \) \((i = 1, 2, \ldots, n)\). The bigger the \( RCD_i \) is, the better the alternative \( x_i \) is.

\[
RCD_i = \frac{\theta D^*(R_i, NIS)}{\theta D^*(R_i, PIS) + (1-\theta) D^*(R_i, PIS)}
\]

(15)

\[
D^*(R_i, PIS) = D(R_i, PIS) + D(PIS, R)
\]

(16)

\[
D(R_i, PIS) = \sum_{j=1}^{m} \left( \frac{w_j}{4} \ln \left( \frac{2(u_{ij}^{L} + u_{ij}^{U} + 2v_{ij}^{L} + v_{ij}^{U})}{u_{ij}^{L} + u_{ij}^{U} + 2v_{ij}^{L} + v_{ij}^{U}} \right) \right) + \left( \frac{w_j}{4} \ln \left( \frac{2(v_{ij}^{L} + v_{ij}^{U} + 2u_{ij}^{L} + u_{ij}^{U})}{v_{ij}^{L} + v_{ij}^{U} + 2u_{ij}^{L} + u_{ij}^{U}} \right) \right)
\]

(17)

4 Case study and comparison analysis

4.1 Case study
Due to the decline of traditional manufacturing industry, automobile manufacturing enterprises are confronted with high cost and low margin pressure. Some enterprises even are confronted with the danger of survival in the fierce competition environment. Under this circumstance, a growing number of enterprises are preparing customer-oriented 5S (Sale, Spare-part, Service, Survey, Sustainability) service. There are four alternatives providing 5S service, denoted as $x_1$, $x_2$, $x_3$, $x_4$ according to their own industry and management characteristics. The criteria of four alternatives $C = \{c_1, c_2, c_3, c_4\}$ are: the ability of satisfying customer demand, the controlling ability of operating costs, the sustainable development ability, and the enhancing ability of production and sales. The initial interval-valued intuitionistic fuzzy decision matrices of fifteen DMs are listed in Table 1.

According to the proposed MALGDM methodology, the alternatives are ranked through three steps in the following:

**Step 1:** The optimized model of the weights of DMs is constructed by using Equation (8)~(10). The iteration number is set as 1000, the optimization target value is eventually obtained as 6.467 as shown in Figure 2. The weights of the DMs as shown in Table 2. The fuzzy comprehensive decision matrix $\tilde{R}$ is obtained using Equation (1), and the PIS and the NIS are determined using Equation (13)~(14) as shown in Table 3.

**Step 2:** The weights of the criteria are obtained using Equation (4)~(5), the results are listed in Table 4.

**Step 3:** The cross-entropy and relative closeness degree of alternatives are calculated by using Equation (15)~(17), which are listed in Table 5.

According to the RCDs of each alternative, the alternatives are ranked as: $x_3 > x_2 > x_1 > x_4$.

Table 1. The initial fuzzy decision matrices.

<table>
<thead>
<tr>
<th></th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$x_1$&lt; [0.5, 0.6], [0.2, 0.3] &gt;</td>
<td>$c_1$&lt; [0.4, 0.5], [0.2, 0.3] &gt;</td>
<td>$c_2$&lt; [0.3, 0.4], [0.3, 0.4] &gt;</td>
<td>$c_3$&lt; [0.4, 0.5], [0.3, 0.4] &gt;</td>
</tr>
<tr>
<td></td>
<td>$x_2$&lt; [0.3, 0.4], [0.1, 0.2] &gt;</td>
<td>$c_1$&lt; [0.5, 0.6], [0.3, 0.4] &gt;</td>
<td>$c_2$&lt; [0.6, 0.7], [0.2, 0.3] &gt;</td>
<td>$c_3$&lt; [0.6, 0.7], [0.1, 0.2] &gt;</td>
</tr>
<tr>
<td></td>
<td>$x_3$&lt; [0.4, 0.5], [0.2, 0.3] &gt;</td>
<td>$c_1$&lt; [0.5, 0.6], [0.3, 0.4] &gt;</td>
<td>$c_2$&lt; [0.5, 0.6], [0.2, 0.3] &gt;</td>
<td>$c_3$&lt; [0.7, 0.8], [0.1, 0.2] &gt;</td>
</tr>
<tr>
<td></td>
<td>$x_4$&lt; [0.6, 0.7], [0.1, 0.2] &gt;</td>
<td>$c_1$&lt; [0.5, 0.6], [0.3, 0.4] &gt;</td>
<td>$c_2$&lt; [0.4, 0.5], [0.2, 0.3] &gt;</td>
<td>$c_3$&lt; [0.3, 0.4], [0.2, 0.3] &gt;</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$e_1$</td>
<td>$x_1$&lt; [0.5, 0.6], [0.2, 0.3] &gt;</td>
<td>$c_1$&lt; [0.5, 0.6], [0.2, 0.3] &gt;</td>
<td>$c_2$&lt; [0.2, 0.3], [0.4, 0.5] &gt;</td>
<td>$c_3$&lt; [0.3, 0.4], [0.2, 0.3] &gt;</td>
</tr>
</tbody>
</table>

DOI: 10.1051/matecconf/201710002013
Table 2: The optimized results of weights of DMs.

<table>
<thead>
<tr>
<th>$e_k$</th>
<th>$\lambda_k$</th>
<th>$e_k$</th>
<th>$\lambda_k$</th>
<th>$e_k$</th>
<th>$\lambda_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>0.124</td>
<td>$e_6$</td>
<td>0.000</td>
<td>$e_{11}$</td>
<td>0.012</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>7</td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>$e_2$</td>
<td>0.028</td>
<td>$e_7$</td>
<td>0.108</td>
<td>$e_{12}$</td>
<td>0.103</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0</td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>$e_3$</td>
<td>0.070</td>
<td>$e_8$</td>
<td>0.039</td>
<td>$e_{13}$</td>
<td>0.071</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$e_4$</td>
<td>0.113</td>
<td>$e_9$</td>
<td>0.031</td>
<td>$e_{14}$</td>
<td>0.003</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$e_5$</td>
<td>0.139</td>
<td>$e_{10}$</td>
<td>0.107</td>
<td>$e_{15}$</td>
<td>0.047</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>3</td>
<td></td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The comprehensive decision matrix and the PIS(NIS).

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;{0.543,0.63},$</td>
<td>$&lt;{0.585,0.672},$</td>
<td>$&lt;{0.538,0.626},$</td>
<td>$&lt;{0.526,0.669},$</td>
<td></td>
</tr>
<tr>
<td>$[0.236,0.27}$</td>
<td>$[0.0,0.308}$</td>
<td>$[0.0,0.335}$</td>
<td>$[0.0,0.289}$</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. The weights of the criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_j$</td>
<td>1.6472</td>
<td>1.8100</td>
<td>1.4168</td>
<td>1.8100</td>
</tr>
<tr>
<td>$\omega_j$</td>
<td>0.255</td>
<td>0.279</td>
<td>0.218</td>
<td>0.248</td>
</tr>
</tbody>
</table>

Table 5. The cross-entropy and RCD of alternatives.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^*(R_i, PIS)$</td>
<td>0.004</td>
<td>0.002</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td>$D^*(R_i, NIS)$</td>
<td>0.005</td>
<td>0.006</td>
<td>0.006</td>
<td>0.004</td>
</tr>
<tr>
<td>$RCD_i$</td>
<td>0.448</td>
<td>0.282</td>
<td>0.247</td>
<td>0.561</td>
</tr>
<tr>
<td>Ranking order</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

4.2 Sensitivity analysis
The sensitivity of the proposed methodology is analyzed in this section by adjusting the original evaluation data [23]. For the highest importance degree, the hesitancy degree of $c_2$ in Table 4 is reduced to zero. The cross-entropy and the RCDs of each alternative are calculated by the proposed approach, the results are listed in Table 6. For comparison, the weighted Euclidean distance and RCDs of each alternative are calculated by using Equation (9), the results are listed in Table 7. The Radar Map of the three kinds of ranking results is shown in Figure 3 and finally the ideal alternative is $x_3$. The ranking order does not change compared to the original order which can indicate that the applicability of the proposed approach is acceptable. Yet, the ranking order obtained by the weighted Euclidean distance under TOPSIS framework changes, that is, the ranks of $x_1$ and $x_2$ are swapped, which indicates that the proposed methodology is effective.

**Table 6.** RCD of alternatives calculating by the proposed method.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^*(R_i, \text{PIS})$</td>
<td>0.004</td>
<td>0.004</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$D^*(R_i, \text{NIS})$</td>
<td>0.007</td>
<td>0.006</td>
<td>0.006</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>$RCD_i$</td>
<td>0.382</td>
<td>0.379</td>
<td>0.279</td>
<td>0.523</td>
</tr>
<tr>
<td>Ranking order</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 7.** RCD of alternatives calculating by Euclidean distance.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D(R_i, \text{PIS})$</td>
<td>0.002</td>
<td>0.004</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4</td>
<td>53</td>
<td>4</td>
</tr>
<tr>
<td>$D(R_i, \text{NIS})$</td>
<td>0.005</td>
<td>0.002</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$RCD_i$</td>
<td>0.319</td>
<td>0.687</td>
<td>0.138</td>
<td>0.517</td>
</tr>
<tr>
<td>Ranking order</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

**Fig 3.** The three kinds of ranking result.
5 Conclusion

This paper reviews approaches dealing with MALGDM problem which is difficult to obtain the weights of the DMs and proposes an integrated MALGDM framework. The main contributions are as follows.

(1) First, the weights of the DMs are optimized by constructing a non-linear programming model, in which the original decision matrices are aggregated by using IIFWA operator. By solving the non-linear programming model with MATLAB®, the weights of the DMs and the comprehensive decision matrix are determined.

(2) Second, the IVIFS is introduced to describe the membership degree and non-membership degree of the DMs. The IVIF-cross entropy is employed to measure the divergence degree between IVIFNs and the information entropy is employed to determine weights of criteria under TOPSIS framework.

A selection problem of alternatives providing 5S service is implemented as the case study. There are still some issues need to be considered in the future. For example, the consensus analysis can be introduced to increase the consensus between $\bar{R}_k$ and $\bar{R}$.
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