Enhancing the Performance of Building Load Forecasting Using Hybrid of GLSSVM – ABC Model
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Abstract. In conducting load forecasting, the accuracy of forecasting is an important aspect in planning and managing electricity. Thus, a new hybrid model is presented in this paper, which combines the Group Method of Data Handling, Least Square Support Vector Machine and Artificial Bee Colony (GLSSVM- ABC) for building load forecasting. Its performance accuracy has been compared with other methods by using the Mean Absolute Percentage Error (MAPE) and Root Means Square Error (RMSE). It was found that the proposed method has resulted in better performance accuracy in terms of both MAPE and RMSE. The MAPE analysis showed an increase in performance accuracy of more than 7 percent when compared to other methods. The RMSE analysis showed an increase in performance accuracy of more than 5 percent when compared to other methods. The results in this study showed that the proposed method is proven to be effective and has great potential for accurate building load forecasting.

1 Introduction

The development in electrical load forecasting is becoming interesting and load forecasting methods are constantly being improved. However, forecasting the electrical load is very difficult as electrical loads are frequently affected by several factors such as irregular behaviours, social, time and other non-linear factors [1].

Various methods have been used in modelling and analysing the data for forecasting purposes. Most of the improvements are for the purpose of increasing load forecasting accuracy. The accuracy of load forecasting can affect both users and suppliers. In the past few years, researchers have developed numerous forecasting model to increase the accuracy of load forecasting [1].

In general, methods for forecasting electrical load include using engineering methods, statistical methods and artificial intelligence methods. Among these methods, artificial intelligence method is the most frequently applied to conduct analysis [2]. There are also other models used in forecasting analysis such as decomposition and econometric models [3].

Artificial Neural Network (ANN) and Support Vector Machine (SVM) are also used widely in forecasting [2]. In the last few years, ANN is the most preferred method [4] due to its ability to deal with non-linear factors, and the accuracy of continuous function mapping can be achieved by a three layer neural network [1]. However, ANN requires a lot of training sample data and the selected initial weights can get the local optimal easily [5].

SVM is widely used in the research area and the industries due to its efficiency in solving non-linear problems even with small quantities of training data [2]. Bing Dong applied SVM method to forecast building energy consumption, and found that it performed better than other related models using neural network and genetic programming [6]. Hou and Lian proposed an application of SVM for cooling load forecasting. They concluded that the SVM could provide a promising alternative for cooling load forecasting [7].

Least Square SVM (LSSVM) is an improvement of SVM, proven better than ANN [8]. In the standard SVM model, the solution is addressed by quadratic programming. However, in the LSSVM model, the solution is addressed by a set of linear equations [9]. This improvement reduces the LSSVM complexity and requires less time. The important parts that play an important role in the LSSVM regression system are the regularization parameter and kernel parameter. Nevertheless, both parameters need to be selected properly by establishing a proper methodology to select the parameters [10].

Another sub-model of ANN is known as the Group Method of Data Handling (GMDH). This model has been used effectively with uncertainty. Linear and non-linear systems consist of a broad range of fields such as engineering, science and medicine [11]. The main idea of...
GMDH is to build an analytical function in a feed forward network. It is based on a quadratic node transfer function, and the coefficient of the model is obtained through the regression technique. Hongya et al. [12] applied the GMDH to forecast electric load demand in Australia; the results showed that the GMDH performed better than the ARIMA model in the experiment. Tsado et al. [13] also used GMDH for energy consumption forecasting, and the results showed the efficiency of GMDH in forecasting over the regression method.

Artificial Bee Colony (ABC) recently is seen as a competitor to the other existing optimization algorithm [8]. This method can conduct both global and local searches in each iteration, which is its main advantage from other method [14]. Furthermore, the parameters in ABC to control are less and require only simple mathematical equations [15]. These benefits can be applied further based on the optimization problems.

This paper proposes the combination of three algorithms; GMDH, LSSVM and ABC to improve the performance of forecasting. GLSSVM had been used to train the actual data with the other input, while the ABC was used to carry out the global and local searches for the best forecast. The forecast was then validated with the actual data as well as comparison with the other methods.

The remaining section of this paper is organized as follows; Section 2 introduces the fundamental of GLSSVM-ABC, while Section 3 explains the methodology of this study, and Section 4 discusses the result. The last section, Section 5 concludes this study.

2 The Fundamental of GLSSVM-ABC

This section introduces the fundamental of Group Method Data Handling with Least Square Support Vector Machine (GLSSVM) and Artificial Bee Colony (ABC) in terms of theory and concepts.

2.1 GMDH and LSSVM (GLSSVM)

GLSSVM is the combination of GMDH and LSSVM models. This GMDH was introduced by Ivakhnenko [1] in early 1970s, while LSSVM was initiated by Vapnik [2]. The objective of the combination of these two models is to enhance their capability. The basic procedure of this hybrid model is carried out as follows:

Step 1: The training and testing data are separated from the normalized data.

Step 2: A combination of two input variable \((x_i, x_j)\) is generated in each layer. The number of input variable is identified by using Equation (1). Regression of polynomial for this layer is created by establishing the quadratic expression which approximates the output in Equation (2).

\[
MC_s = \frac{M!}{(M-2)2!} \tag{1}
\]

where M is the number of observations in the training set.

\[
\frac{\partial L}{\partial w} = 0 \rightarrow w = \sum_{i=1}^{N} \alpha_i \phi(x_i)
\]

\[
\frac{\partial L}{\partial b} = 0 \rightarrow \sum_{i=1}^{N} \alpha_i = 0
\]

\[
\frac{\partial L}{\partial e_i} = 0 \rightarrow \alpha_i = \lambda e_i
\]

\[
\frac{\partial L}{\partial \alpha_i} = 0 \rightarrow w^T \phi(x_i) + b + e_i - y_i = 0 \tag{2}
\]

\(i = 1, 2, ..., N\)

Step 3: In the next layer, the new input is determined. The smallest root means square (RMSE) represents the output and variable for training data set, which are then combined as the input variable \(\{x_1, x_2, ..., x_M, x'_i\}\) with \(M = M + 1\). This new variable will be used as the input for the LSSVM model.
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Figure 1. Structure of GLSSVM

Step 4: Steps 2 to 4 are repeated based on the number of iterations by using GLSSVM algorithm. The minimum value of RMSE from the GLSSVM algorithm is selected as the output model. The flow of GLSSVM process is illustrated in Fig. 1.

2.2 Artificial Bee Colony (ABC)
Karaboga and Basturk [16] developed the Artificial Bee Colony (ABC) algorithm inspired from the behaviour of honey bees searching for food. The main focus on this algorithm is to find the best amount of nectar (fitness) by finding the best position of food sources (solutions).

This algorithm can be divided into three phases which are employed bees (EB), onlooker bees (OB) and scout bees (SB). All phases have different tasks to solve. Generally, the EB phase will solve the position of the food sources. With the memory of the food source position, this bee will spread the information to the OB phase. Thus, the decision making needs to be done by OB to select the best of food source information given by EB. The last phase of this algorithm is SB. This SB is formed from a few of employed bees, which leave the food sources and to find a new one. All the basic steps about this algorithm are enlightened in the following manner:

Step 1: Initializing the food source. In this stage, the solution will be generated randomly between the ranges of parameter by using Equation (3).

\[ x_j = x_j^{\text{min}} + \text{rand}(0,1)(x_j^{\text{max}} - x_j^{\text{min}}) \]  

where \( i \) represents \( i_{th} \) the number of food source and \( j \) is the number of optimization variables associated with the \( i_{th} \) food source. Afterward, this process continues to evaluate the quality of the solution (fitness) by using Equation (4).

\[ \text{fitness}_i = \left[ \frac{1}{(1+f_i)} \right] \text{ if } f_i \geq 0 \\
\left[ \frac{1}{1 + \text{abs}(f_i)} \right] \text{ if } f_i < 0 \]  

where the cost, \( f_i \) is cooperated with \( x_i \).

Step 2: Assigning the food source to employee bees. Bees are employed to search for new food source in the memory by applying the Equation (5).

\[ v_j = x_j + \varphi \cdot (x_j - x_g) \]  

where \( \varphi \) are consistently distributed number within a range of \([-1,1]\). A random optimization variable in the range of \([1,D]\) is represented as \( j \); where \( D \) is not a negative number. The randomly selected food source, \( k \) is different from \( i \). Solution weight for higher probability is found by onlooker bees by using Equation (6).

\[ p_i = \frac{\text{fit}_i}{\sum_{i=1}^{SN} \text{fit}_i} \]  

where \( \text{fit}_i \) is the fitness solution and \( SN \) is the number of food source position.

Step 3: Onlooker bees will be in charge of the selection of the quality solution. Again, using Equation (5), the best solution based on the better solution weight is found, then evaluated by using Equation (6).

Step 4: Deciding the food source to be abandoned and assigning it to scout bees. After all the processes related to exploitation have been done and the number of food cannot be improved, the employed bees will become the scout bees and will process a random search by using Equation (7).

\[ x_{id} = x_{d}^{\text{min}} + \text{rand}(0,1)(x_{d}^{\text{max}} - x_{d}^{\text{min}}) \]  

where \( d = 1,2,\ldots,n \).

Step 5: Memorizing the solution.

Step 6: Obtaining the output. If needed, steps 1 – 5 will be repeated.

3 Methodology

The description of data and evaluation of accuracy for building load forecasting are discussed in this section.

3.1 Description of Data

The set of data input which includes the dew point, dry bulb, humidity and pressure had been implemented in this study in order to evaluate the performance of the proposed method. From that, 70% had been used as the training data while the remaining which is 439 sets of data was used for testing and represented as ’N’.

3.2 Evaluation of Accuracy

Three different types of evaluation had been used to evaluate the performance of accuracy, which include the Means Absolute Percentage Error (MAPE) and Root Means Square Error (RMSE). All these parameters are a major part in a forecasting study in order to differentiate the capability of the model. All their definitions are expressed as follows:

\[ \text{MAPE} = \frac{1}{N} \left[ \sum_{t=1}^{N} \left| \frac{F_t - A_t}{F_t} \right| \right] \times 100 \]  

\[ \text{RMSE} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (A_t - F_t)^2} \]

where \( t=1,2,\ldots,x \), \( A_t = \text{Actual Load} \), \( F_t = \text{Forecast Load} \), \( N = \text{Number of test data} \)

4 Results and Analysis

The performance accuracy results of the proposed GLSSVM-ABC method has been compared with the results of the GMDH, LSSVM, GLSSVM and GABC methods. The performance accuracy results as well as the
actual and forecasted loads from all the methods are shown in Table 1. The results achieved by the proposed method were compared using MAPE and RMSE. From the table, it can be seen that all the models have different performance accuracy.

In terms of MAPE, it can be seen that, the proposed method has resulted in an improvement of the performance accuracy when compared to GLSSVM, GABC, LSSVM and GMDH. The improvement in accuracy when compared to GABC and LSSVM are 30 percent and 49 percent respectively. The improvement in accuracy when compared to GMDH is 60 percent which is also the highest improvement achieved by the GLSSVM-ABC.

Table 1. Performance results of load forecasting

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Actual Data (MW)</th>
<th>Forecasted Data (MW)</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMDH</td>
<td>30.059</td>
<td>29.067</td>
<td>0.00752</td>
<td>0.0473</td>
</tr>
<tr>
<td>LSSVM</td>
<td>30.059</td>
<td>30.846</td>
<td>0.00581</td>
<td>0.0421</td>
</tr>
<tr>
<td>GABC</td>
<td>30.059</td>
<td>30.632</td>
<td>0.00426</td>
<td>0.0307</td>
</tr>
<tr>
<td>GLSSVM</td>
<td>30.059</td>
<td>29.638</td>
<td>0.00319</td>
<td>0.0225</td>
</tr>
<tr>
<td>GLSSVM - ABC</td>
<td>30.059</td>
<td>30.457</td>
<td>0.00298</td>
<td>0.0213</td>
</tr>
</tbody>
</table>

5 Conclusions

This paper has described a proposed method for GLSSVM which incorporates the ABC algorithm based on the short term load forecasting, covering aspects such as dry bulb, dew point, humidity, pressure and historical load as input. The simulation result has shown that the proposed method has outperformed the other methods. In terms of MAPE, the proposed method has improved the accuracy of forecasted load in the range of 7% to 60%. The RMSE analysis showed that the accuracy of the forecasted load has been improved in the range of 5% to 55%. From these results, it can be concluded that the GLSSVM-ABC gave better results than the other methods in terms of MAPE and RMSE. It is envisaged that the proposed method has great potential for accurate load forecasting and can be very useful for the purpose of energy management in buildings.
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