Wavelet Transform - A New Tool for Analysis of Harmonics in Power Systems
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Abstract. This paper presents a review of application of discrete wavelet transform in power system transient analyses. Based on the discrete time domain approximation, the system components such as resistor and inductor are modeled respectively in discrete wavelet domain for the purpose of transient and steady state analyses. Numerical results for transient inductor model can be implemented by any kind of power system including normal and emergency operating modes.

1 Introduction

A wavelet transform (WT) is a mathematical tool for analyzing signals. Wavelet analysis is well suited to nonperiodic signals that may contain both stationary components and transient signals, such as the ones that can be found in power quality disturbances. The capacity of wavelets to adapt the window size improves the analysis of these types of nonstationary signals. Originally introduced in a group-theoretic setting, WT was soon realized to have powerful applications in various fields, which include analysing electric power systems [1], transient and steady state study electrical circuits [2] or analyzing power quality [3]. Harmonic, interharmonic, and subharmonic distortion can be studied using different WTs, in both stationary and nonstationary conditions, showing better performance in the measurement of time-varying waveform distortion [4].

The advantage of WT is that the band of analysis can be adjusted so that high frequency components and low frequency components can be detected precisely. Results from the wavelet transform are shown on both the time domain and the frequency domain.

Reference [4] provides extensive bibliographic review of applications of WTs in the measurement and analysis of harmonic distortion in power systems, discussing the performance of the different methods proposed in the technical literature.

2. Wavelet theory

Basically WT decomposes a given function $f$ into its components on different scales or frequency bands. This is done by convoluting $f$ with the translated and dilated wavelet $\psi$:

\[
F_{\psi}(b,a) = \frac{1}{\sqrt{a}} f(t)\psi\left(\frac{t-b}{a}\right)dt
\]  

In Equation (1) $f(t)$ is the signal to be analyzed, $F_{\psi}$ is the wavelet transform of $f(t)$ based on mother wavelet $\psi(t)$, and $b$ and $a$ are the shift and dilation parameters, respectively. Each wavelet is created by scaling and translation operations in a special function called mother wavelet. A mother wavelet is a function that oscillates, has finite energy and zero mean value. In time-frequency domain the information regarding both time and frequency are preserved making it better than Fourier transform, i.e. a frequency domain approach. Also, the problem of fixed window size as in short time Fourier transform (STFT) is solved in WT.

A wavelet transform can be divided into a continuous wavelet transform (CWT) and a discrete wavelet transform (DWT). Fig. 1 represents CWT of the nonstationary signal under examination, the CWT giving a clear idea of amplitude, frequency and time variation in three-dimensional space.

Figure 1. Continuous wavelet transform of nonstationary current signal under examination
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The calculation of wavelet spectrum under CWT causes substantial computational difficulties at a continuous variation of parameters \( j \) and \( k \).

The set of functions \( \psi_{j,k} \) is redundant, therefore to preserve a possibility of desampling out of its conversion, the sampling of these parameters is necessary. Sampling is often calculated by powers of two.

For the time being Haar wavelets have been replaced by other types of wavelets, but still Haar wavelets are rather comfortable to form theoretical basis of signals examination using wavelet transforms.

For the purpose of numerical analysis, only DWT is briefly introduced here. More detailed information on wavelet theory is available in [5], [6].

### 3 Transient inductor model

Since we know that the inductor current cannot change its value instantaneously, as otherwise the inductor voltage \( v_i = L \cdot \frac{di}{dt} \) would become infinite, it follows that the inductor current immediately after closing the switch, must be the same as the inductor current just before closing the switch:

\[
i_L(0^-) = i_L(0_+)
\]

(2)

Consider the RL circuit of Fig. 2 with \( R = 6.35 \Omega \), \( L = 0.127 \) H, and \( v(t) = \sqrt{2} \cdot 220 \sin(2\pi f + \varphi) \) (AC voltage source \( f = 50 \) Hz, \( \varphi = 30^\circ \)). We may find the expressions for the inductor current \( i_L(t) \) for \( t > 0 \), and plot them. Determination of the optimal parameters of RLC models is carried out by processing the instantaneous values of non-sinusoidal voltage and current signals of electric devices measured in the frequency range, limited with conditions of the used model adequately [7].

Using Kirchhoff’s voltage law around the loop (Fig. 2) in the clockwise direction, we have ordinary differential equation:

\[
v = Ri + L \frac{di}{dt}
\]

(3)

\[
\text{Figure 2. Analyzed RL-circuit transient}
\]

The solution is given by:

\[
i_L(t) = 7.68 \sin(2\pi f - 51^\circ) + 5.97 e^{-0.02 t}
\]


Let \( v(t) \) and \( i_L(t) \) represent, respectively, the response and the forcing function vectors denoted at time \( t = n\Delta t \), where \( \Delta t \) is the sampling interval. We may assume that the DWT representations of the vectors are:

\[
v(t) = \sum_j \sum_k v_{j,k}(t)
\]

(4)

\[
i_L(t) = \sum_j \sum_k i_{j,k}(t)
\]

(5)

The Right Formula Backward Difference (RFBD) equations begin with the backward difference approximation of the derivative in discrete time as follows [8]:

\[
\frac{di}{dt} = \frac{i(t) - i(t - \Delta t)}{\Delta t}
\]

(6)

Given the equation (6), the equation (3) can be rewritten:

\[
\frac{1}{\Delta t} [i_L(t) - i_L(t - \Delta t)] + \frac{R}{L} i_L(t) = \frac{1}{L} v(t)
\]

(7)

When the discrete wavelet series for \( v(t) \) and \( i_L(t) \) are substituted into a scalar version of Equation (7) using Equations (4-5) for the derivative approximation, one obtains (for small \( \Delta t \))

\[
\frac{1}{\Delta t} [\sum_j \sum_k i_{j,k}(t) \psi_{j,k}(t) - \sum_j \sum_k i_{j,k}(t - \Delta t) \psi_{j,k}(t)] + \frac{R}{L} \sum_j \sum_k i_{j,k}(t) \psi_{j,k}(t)
\]

(8)

where

\[
\psi_{j,k}(t) = \frac{1}{\sqrt{a_0}} \psi \left( t - h_0 k \right)
\]

(9)

and

\[
\psi_{j,k}(t - \Delta t) = \frac{1}{\sqrt{a_0}} \psi \left( t - \Delta t - b_0 k \right)
\]

(10)

The discrete wavelet transform has a fast recursive form that is most easily implemented using bank theory [9]. This algorithm requires only \( O(N) \) steps instead of \( O(N \cdot \ln(N)) \) steps required by the FFT. Fig. 4 shows a simplistic way of looking at a wavelet decomposition of signal.
Wavelet transform algorithm produces DWT coefficients starting from separating the original signals \(v(t)\) and \(i_2(t)\) of length \(N\) (number of simples) to 2 set of coefficients: approximate coefficients \(A1\) by low pass filter and detail coefficients \(D1\) by high pass filter. The length of each filter is equal to half of original length by down sampling function. The next step splits the approximate coefficients \(A1\) in two parts again by the same process but replaces by \(A1\) and produces \(A2\) and \(D2\) and so on. Thus, if the decomposition stopped at this point, the approximation of the signal at level \(j\) could be reconstructed by the sum of the approximation at level \(j+1\) and the details at level \(j+1\). That is

\[
A_j = A_{j+1} + D_{j+1}
\]  

Since the wavelet and scaling functions have the aforementioned properties of orthonormality, one may view the Equation (8) as a linear combination of the detail coefficients and the approximation coefficients.

In the Multiresolution analysis (MRA) theory described by Mallat [5], a wavelet expansion of function (in this case function of inductor current and voltage) will have the form:

\[
\begin{align*}
    i_L(t) &= \sum_{k=-\infty}^{\infty} i_{j,k}^A \varphi_{j,k}(t) + \sum_{j=J}^{\infty} \sum_{k=-\infty}^{\infty} i_{j,k}^D \psi_{j,k}(t) \\
    v(t) &= \sum_{k=-\infty}^{\infty} v_{j,k}^A \varphi_{j,k}(t) + \sum_{j=J}^{\infty} \sum_{k=-\infty}^{\infty} v_{j,k}^D \psi_{j,k}(t)
\end{align*}
\]  

(12) (13)

In equation (12-13) the superscripts \(D\) and \(A\) represent the detail and approximation coefficients.

Based on Parseval equality one can calculate the effective current within the required range of frequencies. In this paper the effective elementary frequency (50 Hz) can be obtained by approximation and detailed wavelet coefficients of the third level decomposition (in this case a maximum one):

\[
I_{(50)} = N^{-1} \left\{ \sum_{k=0}^{N/2} (i_{j,k}^A)^2 + \sum_{k=0}^{N/2} (i_{j,k}^D)^2 \right\}\sqrt{2}
\]

(14)

The effective currents of higher harmonics \(I_{(v)}\) are defined by detailed coefficients of the first two decomposition levels:

\[
I_{(v)} = N^{-1} \left\{ \sum_{j=1}^{\infty} \sum_{k=0}^{N/2} (i_{j,k}^D)^2 \right\}\sqrt{2}
\]

(15)

where, \(N\) – the number of readings of the discrete signal examined

Thus the effective values obtained can be substituted in the formula of waveform distortion factor:

\[
K_e = \frac{I_{(v)}}{I_{(50)}} = \sqrt{\frac{\sum_{j=1}^{\infty} \sum_{k=0}^{N/2} (i_{j,k}^D)^2}{\sum_{k=0}^{N/2} (i_{j,k}^A)^2 + \sum_{k=0}^{N/2} (i_{j,k}^D)^2}}
\]

(16)

The task of wavelet analysis implementation for the voltage and current sine - wave signals distortion identification in industrial power systems with the wavelet carrier choice being substantiated is solved in [5].

The author examines the applicability of more than ten types of wavelets in power quality indices determination tasks. The four types of wavelets are presented in this paper (Table 1). With the wavelets specified we may define the effective currents of elementary frequency and higher harmonics with the subsequent waveform distortion factor being determined.

Table 1. Comparison of calculation accuracy of some wavelets

<table>
<thead>
<tr>
<th></th>
<th>Analytical calculation</th>
<th>Calculation on wavelet coefficients for wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Haar 10 Daubechies 24 Daubechies 42 Daubechies 42</td>
</tr>
<tr>
<td>Effective value of elementary frequency (I_{(50)}), A</td>
<td>0.707</td>
<td>0.6927 0.7176 0.7106 0.7095</td>
</tr>
<tr>
<td>Effective value of higher harmonics (I_{(v)}), A</td>
<td>0.4302</td>
<td>0.4529 0.4124 0.4243 0.4261</td>
</tr>
<tr>
<td>Effective value of current (I), A</td>
<td>0.8276</td>
<td>0.8276 0.8276 0.8276 0.8276</td>
</tr>
<tr>
<td>Total harmonic distortion (THD)</td>
<td>0.6085</td>
<td>0.6538 0.5747 0.5972 0.6005</td>
</tr>
<tr>
<td>Distortion coefficient error, %</td>
<td>7.4</td>
<td>5.6 1.9 1.3</td>
</tr>
</tbody>
</table>

Table 1 illustrates that the type of the wavelet used defines the distortion coefficient calculation accuracy.

Daubechies wavelets of orders 24 and 42 (db24, db42), demonstrate the most acceptable results, the error not
exceeding 2%. The proposed techniques of defining harmonic composition of current or voltage and the modern methods of active filtering of higher harmonics [6], [8] may help solve the tasks of power quality using the advantages of wavelet transform.

The decomposition of the signal into different frequency bands is simply obtained by successive high pass and low pass filtering of the time domain signal. The original signal \( v(t) \) (or \( i(t) \)) is first passed through a half-band high pass filter \( g[n] \) and a half-band low pass filter \( h[n] \). The half-band low pass filter removes all frequencies that are above half of the highest frequency, while the half-band high pass filter removes all frequencies that are below half of the highest frequency of the signal. The low pass filtering halves the resolution, but leaves the scale unchanged. The signal is then sub-sampled by two since half of the number of samples is redundant, according to the Nyquist's rule [10]. There are many perfect reconstruction filters. We may notice that Haar filter is the first Daubechies filter.

### 4. Numerical experiment results

In this section a simple differential equation (3) is solved using proposed in [8] Right Formula Backward Difference method.

#### 4.1 Steps of DWT analysis procedure

**Step 1.** Chose the type of wavelet. One reason for the popularity of wavelet technique is the vast choices of wavelets as the basis function, compared to the fixed choice of sine and cosine functions for Fourier analysis. This enables wavelet analysis to be adapted according to the expected characteristics of the signal. A coarse (irregular) wavelet is more suitable for a signal with sharp or abrupt transitions, while those smooth ones are better analyzed using regular wavelets. A mother wavelet is chosen by the user for the analysis. The selection of the appropriate mother wavelet may be crucial [8]. We shall take Haar wavelet for the numerical experiment, which can be described as:

\[
\psi(t) = \begin{cases} 
1 & 0 \leq t \leq 1/2 \\
-1 & 1/2 \leq t \leq 1 \\
0 & \text{otherwise}
\end{cases}
\]  

**Step 2.** Forward DWT with the selected wavelet filter, MRA decomposition scheme is performed on the system input signals to get their wavelet transform coefficients (Equations 4-5).

**Step 3.** Solve system equivalent circuit in wavelet domain.

\[
\frac{1}{a_j^d} i_{jk}^d - \frac{1}{a_j^d} i_{jk-1}^d + \frac{R}{L} i_{jk}^d = \frac{1}{L} v_{jk}^d
\]

\[
\frac{1}{a_j^D} i_{jk}^D - \frac{1}{a_j^D} i_{jk-1}^D + \frac{R}{L} i_{jk}^D = \frac{1}{L} v_{jk}^D
\]

In this numerical experiment \( j = 1 \), and so \( a_j^d = 2^1 = 2 \), The chosen step time \( \Delta t = 10^{-4} (s) = 100 \mu s \).

\[
i_{jk}^d = \left( \frac{v_{jk}^d}{L} \right) + 5 \times 10^{-3} i_{jk}^d
\]

\[
i_{jk}^D = \left( \frac{v_{jk}^D}{L} \right) + 5 \times 10^{-3} i_{jk}^D
\]

**Step 4.** Time-frequency response analysis: with the equivalent circuit, system transfer function in wavelet domain can also be set up. thus the characteristic of system time-frequency response can be easily achieved.

**Step 5.** Inverse DWT The MRA reconstruction scheme is performed on the wavelet transform coefficients of output signal to obtain their waveforms in discrete time domain.
4.2 Example analysis

Fig. 7, Fig. 8 illustrate how the recursion progress toward the solution (solution after 300 and 600 iterations).

![Graph showing RFBD solutions after 600 iterations](image)

Figure 8. RFBD solutions after 600 iterations

5 Conclusion

This paper has presented a method for transient analysis of electric power systems. This method, referred to as the wavelet recursion method, makes use of a relatively new mathematical tool, the wavelet transform, which has certain benefits over techniques such as Fourier analysis when analyzing transient and nonstationary signals. Through the application of operator representation theory, the system component models in the wavelet domain are set up. Proposed in [2,8] models can be implemented by any type of orthogonal wavelet transform. Once the discrete time domain models are obtained, wavelet domain models can be easily calculated by MRA decomposition scheme.

An assessment of the advantages and disadvantages of the wavelet recursion method are as follows [8]:
- The DWT produces sparse representations of signals, thus sparse matrix techniques could be applied to this method to improve speed.
- In many cases, the wavelet recursion method converges relatively fast.
- Wavelet analysis software is readily available and adaptable to a variety of applications, including power engineering.
- Matrix inversions (at most, one inversion per level of decomposition) may be required.

In this paper the resistor model is considered as a scalar, the inductor model is based on the differential operator. The proposed scheme is suitable for transients and time varying analysis. Along with the proposed procedure, a switching of inductor is used as an example in this paper.
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