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Abstract. Based on the introduced modification of a maximum likelihood method we suggest the new technique for synthesis of single-channel quasi-optimal processing algorithms of signals with multiple unknown parameters. We illustrate the proposed approach by the estimation of the appearance time and duration of a rectangular video pulse. We show that unlike technically complex multichannel maximum likelihood estimates, the single-channel quasi-optimal estimates of time signal parameters are consistent for the implementation. We also find the analytical expressions for characteristics of passed estimates which allow us to assess the reasonableness of the application of this or that processing algorithm in each specific case.
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Introduction

The estimation problem of the time parameters of pulse signals observed against noise is actual for many applications of radio- and hydrolocations, radio communications, seismology etc. [1,2]. In [3] the measurer of the appearance time and duration of a rectangular video pulse, which is synthesized using a maximum likelihood method, is presented. However, its technical implementation is possible as a multichannel device only and the estimates obtained are not consistent with a finite number of measurer channels. In work [4] the more general problem is considered of reception of the signal with stepwise changes at the \(M\) random points in time. But, in order to find the estimates of these points even in the simplest case when \(M = 2\), it is necessary to solve rather complex nonlinear stochastic equations. In [5] the two-channel estimation algorithms of the moments of appearance and disappearance of a rectangular pulse are synthesized based on the maximum likelihood and Bayesian approaches. However, the domain of their applicability is limited to the tasks of localization of an information signal (when the prior interval of possible values of the moment of pulse appearance and disappearance does not exceed two minimum possible pulse durations).

Below we show that using the modification of a maximum likelihood method the very
simple and easily feasible estimation algorithm of the appearance time and duration of a rectangular video pulse can be obtained, without restrictions to the domain of like values of unknown parameters.

The synthesis of the estimation algorithm

So, let the additive mix

\[ x(t) = s(t, \lambda_0, \tau_0) + n(t) \] (1)

is passed to the receiver input during time slice \([0, T]\). Here

\[ s(t, \lambda_0, \tau_0) = aI\left(\frac{t-\lambda_0}{\tau_0}\right), \]

\[ I(x) = \begin{cases} 
1, & |x| \leq 1/2, \\
0, & |x| > 1/2
\end{cases} \] (2)

is the useful signal, which is a rectangle video pulse with amplitude \(a\), appearance time \(\lambda_0\) and duration \(\tau_0\), and \(n(t)\) is Gaussian white noise with one-sided spectral density \(N_0\).

On observable realization (1) it is necessary to estimate the parameters \(\lambda_0, \tau_0\) possessing the values from appropriate prior intervals \([\Lambda_1, \Lambda_2]\), \([\Gamma_1, \Gamma_2]\). And we presuppose that for \(\Lambda_1, \Lambda_2\) the following condition is satisfied: \(0 \leq \Lambda_1 - \Gamma_2 / 2 < \Lambda_2 + \Gamma_2 / 2 \leq T\), that is pulse (2) is always located within observation interval \([0, T]\).

According to [6] we write down the logarithm of the functional of likelihood ratio (FLR) as function of current values \(\lambda, \tau\) of the unknown parameters \(\lambda_0, \tau_0\) in the form of

\[ L(\lambda, \tau) = \frac{2a^2}{N_0} \int x(t) dt - \frac{a^2 \tau}{N_0}. \] (3)

When maximizing Eq. (3) on variables \(\lambda, \tau\), we obtain the maximum likelihood estimates (MLEs) of the pulse (2) appearance time and duration defined as [3]

\[ (\lambda_m, \tau_m) = \arg \sup_{\lambda \in [\Lambda_1, \Lambda_2], \tau \in [\Gamma_1, \Gamma_2]} L(\lambda, \tau). \] (4)

As can be seen, the measurer (4) is multichannel device and the number of channels should be infinite for its exact implementation that is not likely to take place in practice.

Let us consider the possibility to obtain the technically simpler and practically realized estimates of parameters \(\lambda_0, \tau_0\). For this purpose we study the behavior of the logarithm of FLR (3) as function of variable \(\lambda\) at the fixed value \(\tau = \tau^*\). Following [6], we present the functional \(L(\lambda, \tau^*)\) as sum of signal \(S(\lambda)\) and noise \(N(\lambda)\) functions:

\[ L(\lambda, \tau^*) = S(\lambda) + N(\lambda). \] (5)

Here \(\langle \rangle\) designate the averaging operation on all realizations of the observable data (1) at the fixed values \(\lambda_0, \tau_0\).

From Eq. (3) for the signal function we get

\[ S(\lambda) = 2a^2 \frac{C(\lambda - \lambda_0)}{N_0} - a^2 \tau^*/N_0, \]

where

\[ C(\lambda) = \begin{cases} 
\tau_0 - \max(0, \tau_0 - \tau^*), & |\lambda| \leq |\tau_0 - \tau^*| / 2, \\
(\tau_0 - \tau^*) / 2 - |\lambda|, & |\tau_0 - \tau^*| / 2 < |\lambda| \leq (\tau_0 + \tau^*) / 2, \\
0, & |\lambda| > (\tau_0 + \tau^*) / 2.
\]
Noise function \( N(\lambda) \) is centered Gaussian

\[
\langle N(\lambda_1)N(\lambda_2) \rangle = \left(2a^2/N_0\right)\max(0, \tau^* - |\lambda_2 - \lambda_1|).
\]

As is widely known [6], the logarithm of FLR (3) as well as any biunique instantaneous its transformation is the sufficient statistics with all the information on unknown parameters \( \lambda_0, \tau_0 \) which can be extracted from the realization of the observable data (1). As such transformation we apply the derivation (on a variable \( \lambda \)) to Eq. (5). Then we have

\[
M(\lambda) = L'\left(\lambda, \tau^*\right) = \frac{2a^2}{N_0} \left[I\left(\frac{\lambda - \theta_{01}}{\tau_{\min}}\right) - I\left(\frac{\lambda - \theta_{02}}{\tau_{\min}}\right)\right] + \xi(\lambda). \tag{6}
\]

Here \( \theta_{01} = \lambda_0 - \tau_{\max}/2 \), \( \theta_{02} = \lambda_0 + \tau_{\max}/2 \), \( \tau_{\max} = \max(\tau_0, \tau^*) \), \( \tau_{\min} = \min(\tau_0, \tau^*) \), \( \xi(\lambda) \) is Gaussian white noise with one-sided spectral density \( N_\xi = 8a^2/N_0 \).

From Eq. (6) follows that when

\[
\tau^* \leq T_1 \tag{7}
\]

the estimation problem of the appearance time and duration of the pulse (2) can be reduced to the estimation problem of the appearance times of two heteropolar rectangular video pulses by duration \( \tau^* \) everyone. Indeed, by forming the estimates \( \theta_{1q}, \theta_{2q} \) of the parameters \( \theta_{01}, \theta_{02} \) based on Eqs. (6), for the estimates \( \lambda_q, \tau_q \) of the parameters \( \lambda_0, \tau_0 \) we get

\[
\lambda_q = \left(\theta_{2q} + \theta_{1q}\right)/2, \quad \tau_q = \theta_{2q} - \theta_{1q}. \tag{8}
\]

The estimates \( \theta_{1q}, \theta_{2q} \) can be found by one of possible optimal ways, for example, by means of the correlation reception [6]. Then we have

\[
0_{1q} = \arg\sup_{\theta_1 \in [\lambda_1 - \tau^*/2, \lambda_2 - \tau^*/2]} M_1(\theta_1), \quad 0_{2q} = \arg\inf_{\theta_2 \in [\lambda_1 + \tau^*/2, \lambda_2 + \tau^*/2]} M_1(\theta_2), \quad M_1(\theta) = \int_{\tau^*/2}^{0+\tau^*/2} M(\lambda) d\lambda. \tag{9}
\]

At the same time, obviously, the following condition should be satisfied

\[
\tau^* \leq \theta_{2q} - \theta_{1q} \leq T_2. \tag{10}
\]

In order to ensure the fulfillment of inequalities (10) for any sizes of prior domains \([\lambda_1, \lambda_2] \), \([T_1, T_2] \) and signal-to-noise ratios (SNRs), instead of algorithm (9) one of its possible modification can be used, for example,

\[
0_{1q} = \arg\sup_{\theta_1 \in [\lambda_1 - \tau^*/2, \lambda_2 - \tau^*/2]} M_1(\theta_1), \quad 0_{2q} = \arg\inf_{\theta_2 \in \theta_{1q} + T_1, \min[\theta_{1q} + T_2, \lambda_2 + T_1 - \tau^*/2]} M_1(\theta_2) \tag{11}
\]

or

\[
0_{1q} = \arg\sup_{\theta_1 \in \max(\lambda_1 - T_1 + \tau^*/2, 0_{2q} - T_2), 0_{2q} - \tau^*/2} M_1(\theta_1), \quad 0_{2q} = \arg\inf_{\theta_2 \in [\lambda_1 + \tau^*/2, \lambda_2 + \tau^*/2]} M_1(\theta_2). \tag{2}
\]

The expressions (3), (6), (9), (11) determine the organization of the quasi-optimal measurer of the appearance time and duration of a signal.
is open for time \([0, T]\), 2 is an integrator, 3 is a delay line for the period \(\tau^*\), 4 is the substracter, 5 is the differentiator, 6 and 10 is the retrievers of the location of the input signal greatest maximum and minimum (extremators), respectively, 7 is the summator, 8 is the half-gain amplifier (halver), 9 is the switch that is open for time \(\theta_{1q} + T_1, \min(\theta_{1q} + T_2, \Lambda_2 + T_1 - \tau^*/2)\).

![Diagram of the quasi-optimal measurer of the appearance time and duration of a rectangular pulse.](image)

As shown in Fig. 1, the introduced measurer is only two-channel and technically simpler than known analogues. And the closer \(\tau^*\) to \(\tau_0\), this measurer tends to optimal.

The characteristics of the passed estimates

Let us find the characteristics of the estimates (8). We presuppose that \(\text{SNR } z^2\) for algorithm (11) is great enough, i.e. the following condition is satisfied

\[
z^2 = S_f^2(\theta_{01})/\langle N_f^2(\theta_{01}) \rangle = S_f^2(\theta_{02})/\langle N_f^2(\theta_{02}) \rangle = a^2 \tau^*/N_0 = z_0^2 \Delta \tau/2 >> 1. \tag{12}
\]

Here

\[
S_f(\theta) = \langle M_f(\theta) \rangle = \langle 2a^2/N_0 \rangle \left[\max(0, \tau^* - |\theta - \theta_{01}|) - \max(0, \tau^* - |\theta - \theta_{02}|)\right]
\]

is the signal component, \(\langle N_f^2(\theta) \rangle = 4a^2 \tau^*/N_0\) is the dispersion of the noise component \(N_f(\theta) = M_f(\theta) - \langle M_f(\theta) \rangle\) of the decision statistics (9), \(z_0^2 = 2a^2 \tau_0/N_0\) is SNR for the optimal receiver of a signal (2) with prior known duration, \(\Delta \tau = \tau^*/\tau_0\) is the relative pulse duration deviation.

According to [7] with increased \(z^2\), the estimates \(\theta_{1q}, \theta_{2q}\) (11) converge to true values \(\theta_{01}, \theta_{02}\) in mean square. So, if the condition (12) is satisfied, then the estimates \(\theta_{1q}, \theta_{2q}\) are located in small neighborhoods of points \(\theta_{01}, \theta_{02}\), respectively, with the probability close to 1. In addition, the estimates (11) are statistically independent, as integrals of white noise on nonoverlapping intervals. Therefore, in the conditions of high posterior accuracy the conditional biases \(b_0(\lambda_q | \hat{\lambda}_0, \tau_0)\), \(b_0(\tau_q | \hat{\lambda}_0, \tau_0)\) and variances \(V_0(\lambda_q | \hat{\lambda}_0, \tau_0)\), \(V_0(\tau_q | \hat{\lambda}_0, \tau_0)\) of the estimates \(\lambda_q, \tau_q\) (8) can be expressed through the conditional biases \(b_0(\theta_{1q} | \theta_{01})\), \(b_0(\theta_{2q} | \theta_{02})\) and variances \(V_0(\theta_{1q} | \theta_{01})\), \(V_0(\theta_{2q} | \theta_{02})\) of the estimates \(\theta_{1q}, \theta_{2q}\) as follows:

\[
b_0(\lambda_q | \hat{\lambda}_0, \tau_0) = \left[ b_0(\theta_{1q} | \theta_{01}) + b_0(\theta_{2q} | \theta_{02}) \right]/2, \quad b_0(\tau_q | \hat{\lambda}_0, \tau_0) = b_0(\theta_{2q} | \theta_{01}) - b_0(\theta_{1q} | \theta_{02}),
\]
The characteristics of the estimate of the appearance time of a rectangular video pulse were studied in a number of works [7-9, etc.]. Using these results for conditional biases and variances of the estimates $q_1$, $q_2$ we have

\begin{equation}
V_0(q_1|\lambda_0, \tau_0) = \frac{V_0(\theta_1q|\theta_01) + V_0(\theta_2q|\theta_02)}{4}, \quad V_0(q_2|\lambda_0, \tau_0) = V_0(\theta_1q|\theta_02) - V_0(\theta_1q|\theta_01).
\end{equation}

(13)

Using these results for conditional biases and variances of the estimates $\theta_1q$, $\theta_2q$ we have

\begin{equation}
b_0(\theta_1q|\theta_01) = b_0(\theta_2q|\theta_02) = 0, \quad V_0(\theta_1q|\theta_01) = V_0(\theta_2q|\theta_02) = 13\tau_0^2/2z^4 = 26\tau_0^2/\Delta_\tau^2. \quad (14)
\end{equation}

conditionally unbiased and possess the conditional variances

\begin{equation}
V_0(q_1|\lambda_0, \tau_0) = 13\tau_0^2/\Delta_\tau^2, \quad V_0(q_2|\lambda_0, \tau_0) = 52\tau_0^2/\Delta_\tau^2. \quad (15)
\end{equation}

Without considering the hardware implementation of a measurer (when the number of channels is infinitely large) [3]. We shall note, that the variances of the combined estimates (15) are twice the variances of corresponding separate estimates [8,10], i.e. there is a nonlinear statistical dependence between estimates $\lambda_q$ and $\tau_q$ [3].

For unconditional variances of the estimates (8) we have

\begin{equation}
V_0(q_1) = \int_{\Delta_1}^{T_2} \int_{T_1}^{T_2} V_0(q_1|\lambda_0, \tau_0) w_{pr}(\lambda_0, \tau_0) d\lambda_0 d\tau_0 = \int_{T_1}^{T_2} V_0(q_1|\lambda_0, \tau_0) w_{pr}(\tau_0) d\tau_0,
\end{equation}

\begin{equation}
V_0(q_2) = \int_{\Delta_1}^{T_2} \int_{T_1}^{T_2} V_0(q_2|\lambda_0, \tau_0) w_{pr}(\lambda_0, \tau_0) d\lambda_0 d\tau_0 = \int_{T_1}^{T_2} V_0(q_2|\lambda_0, \tau_0) w_{pr}(\tau_0) d\tau_0.
\end{equation}

(16)

Here it is designated: $w_{pr}(\lambda_0, \tau_0)$ – joint probability density of the parameters $\lambda_0$, $\tau_0$, $w_{pr}(\tau_0)$ – prior probability density of the parameter $\tau_0$ and it is also taken into account that the variances (15) do not depend on $\lambda_0$.

If the number of channels $N$ is finite, then similarly to [11] the quality of the estimate $\lambda_{mN}$ of the appearance time of a signal (2) can be characterized its limit (maximum) conditional $V_0(\lambda_{mN}|\lambda_0)$ or unconditional $V_0(\lambda_{mN})$ variance, as well as the quality of the estimate $\tau_{mN}$ of the duration – the conditional $V_0(\tau_{mN}|\tau_0)$ or unconditional $V_0(\tau_{mN})$ variance of the estimate for multichannel reception. We introduce the following designations: $\tau_1 = T_1 + (i-1/2)\Delta$, $i = 1,N$ is the duration, to which $i$-th channel is tuned, $\Delta = (T_2 - T_1)/N$ is the distance between the two adjacent channels, $\delta = (T_2 - T_1)/(T_2 + T_1)$ is the maximum possible absolute deviation of the signal duration $\tau_0$ (2) from the average duration $\tau_{c} = (T_2 + T_1)/2$, $\tau_{c}^2 = 2a^2\tau_c/N_0$ is SNR for a
pulse (2), the duration of which is equal to average duration $\tau_c$, $w(\tau_m|\tau_0)$ is the conditional probability density of MLE $\tau_m$ (4) in the measurer with the continuous change of current value of the estimated parameter. Then, in terms of the results [11,12], we have

$$V_0(\lambda_{mN}|\lambda_0) = V_0(\lambda_{mN}) = \frac{\delta^2}{8N^2} + \exp\left(\frac{\delta^2}{z_c^2} + \frac{z_c^2}{N}\right) \left[1 - \Phi\left(\frac{z_c}{\sqrt{N}}\right)\right] \times$$

$$\times \left(\frac{13}{z_c^4} - \frac{13\delta}{z_c^2} + \frac{8N^2}{2N^2} + \frac{4z_c^2\delta^2}{N^2} + \frac{3N^2}{2N^2} + \frac{13\delta}{z_c^2} + \frac{13}{z_c^2}\right),$$

$$V_N(\tau_m|\tau_0) = \sum_{i=-N}^{N-1} \left(\frac{z_c^2}{N}\right)^2 \int_{T_1+(v-i)\Delta}^{T_1+(v+i)\Delta} w(\tau_m|\tau_0) d\tau_m,$$

$$V_N(\tau_m) = \sum_{i=-N}^{N-1} \left(\frac{z_c^2}{N}\right)^2 \sum_{v=1}^{N-1} \int_{T_1+(v-i)\Delta}^{T_1+(v-i)\Delta} w(\tau_m|\tau_0) d\tau_m d\tau_0.$$

In Eq. (18) the number of the channel, nearest to $\tau_0$, is meant by $v$.

The probability density $w(\tau_m|\tau_0)$ can be written down through the joint probability density $w(\lambda_m, \tau_m|\lambda_0, \tau_0)$ of the estimates (4) found in [3] as

$$w_2(\lambda_m, \tau_m|\lambda_0, \tau_0) = \frac{w_1[\lambda_m - \lambda_0 - (\tau_m - \tau_0)/2]w_1[\lambda_m - \lambda_0 + (\tau_m - \tau_0)/2]}{w_1[\lambda_m - \lambda_0 - (\tau_m - \tau_0)/2]w_1[\lambda_m - \lambda_0 + (\tau_m - \tau_0)/2]} d\lambda_m d\tau_m,$$

where

$$w_1(x) = \Phi(\sqrt{|x|/2}) \left[1 - 3\exp(2|x|)\right].$$

It should be noted that unlike the quasi-optimal estimates (8), the MLEs of the appearance time and duration (4) of a signal (2) are not consistent with a finite number of channels $N$.

The expressions (15)-(19) allow us to assess the reasonableness of the application of this or that estimation algorithm of time parameters of a rectangular video pulse depending on the available prior information and the required accuracy and simplicity of hardware measurer implementation.

**Conclusion**

In order to jointly estimate the several parameters of information signals the technique based on additional transformation of the logarithm of the functional of likelihood ratio can be used in some cases. The purpose of the specified transformation is to divide a regular component of decision statistics into the components depending on one parameter,
to carry out a separate estimation of parameters and to find the values of required parameters by the found separate estimates. Quasi-optimal measurers obtained in that way are technically simpler in comparison with optimal (maximum likelihood) analogues and can provide higher performance in actual conditions. The synthesis of two-channel estimation algorithm of the appearance time and duration of a rectangular video pulse represented in the work confirms the efficiency and usefulness of the introduced approach in practical applications.
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