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Abstract. In this paper, we propose a decentralized variable gain robust controller with guaranteed $L_2$ gain performance for a class of uncertain large-scale interconnected systems with state delays. The proposed decentralized robust controller consists of a fixed gain and a variable gain tuned by parameter adjustment laws. In this paper, it is shown that sufficient conditions for the existence of the proposed decentralized variable gain robust control system are given in terms of LMIs. Finally, a simple illustrative example is shown.

1 Introduction

In order to design control systems, the derivation of a mathematical model for the controlled system is needed. However, there inevitably exist some gaps between the controlled system and its mathematical model. Therefore, robust control for uncertain dynamical systems has been widely studied and a great many results have been obtained on the problems of robust stability analysis and robust stabilization (e.g. [1] and references therein). Moreover, several variable gain robust state feedback controllers for uncertain systems have also been proposed. (e.g. [2], [3]). In the work of Oya and Hagino[2], a robust controllers with adaptive compensation inputs which achieve not only robust stability but also satisfactory transient response has been proposed. Additionally, a robust controller with adaptation mechanism has been suggested and the robust controller is tuned on-line based on the information about parameter uncertainties[3].

On the other hand, due to the rapid development of industry in recent years, controlled systems become more complex and such complex systems should be considered as large-scale interconnected systems. Thus decentralized robust control of uncertain large-scale interconnected systems has also attracted the attention of many researchers (e.g [4]-[6]). In Mao and Lin [6] for large-scale interconnected systems with unmodelled interactions, the aggregative derivations are tracked by using a model following technique with on-line improvement, and a sufficient condition for which the overall system when controlled by the completely decentralized control is asymptotically stable has been established. Furthermore, Nagai and Oya [7] have suggested a decentralized variable gain robust controller which achieves not only robust stability but also satisfactory transient behavior for a class of uncertain large-scale interconnected systems with state delays. Additionally, a decentralized variable gain robust controller with guaranteed $L_2$ gain performance for a class of uncertain large-scale interconnected systems has also been proposed[8].

In this paper, on the basis of existing results[7], [8], we propose a decentralized variable gain robust controller with guaranteed $L_2$ gain performance for a class of uncertain large-scale interconnected systems with state delays. For the uncertain large-scale interconnected system with state delays, uncertainties and interactions with consideration satisfy the matching condition. The proposed decentralized robust controllers are composed of a state feedback with a fixed gain matrix and a variable one determined by parameter adjustment law. In addition, LMI-based sufficient conditions for the existence of the proposed decentralized variable gain robust controller are derived.

This paper is organized as follows. Notations and useful lemmas which are used in this paper are shown in Section 2, and in Section 3, the class of uncertain large-scale interconnected systems with state delays which are considered in this paper is introduced. The main results are presented in Section 4, i.e. LMI-based sufficient conditions for the existence of the proposed decentralized variable gain robust controller are presented. Finally, a simple illustrative example is included.

2 Notation and Lemmas

In this section, we introduce notations, and useful and well-known lemmas (see [9], [10] for details) which are used in this paper as well as the existing work [11].
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In the paper, the following notations are used. For a matrix $X$, the inverse of the matrix $X$ and the transpose of one are denoted by $X^{-1}$ and $X^T$, respectively. Additionally $H_\alpha \{X\}$ and $I$ mean $X + X^T$ and $n$-dimensional identity matrix, respectively, and the notation $\text{diag}(X_1, \ldots, X_M)$ represents a block diagonal matrix composed of matrices $X_i$ for $i = 1, \ldots, M$.

For real symmetric matrices $X$ and $Y$, $X > Y$ (resp. $X \geq Y$) means that $X - Y$ is positive (resp. nonnegative) definite matrix. For a vector $\alpha \in \mathbb{R}^n$, $\|\alpha\|$ denotes the standard Euclidian norm, and for a matrix $X$, $\|X\|$ represents its induced norm. The symbol $``*``$ means symmetric blocks in matrix inequalities.

**Lemma 1:** For arbitrary vectors $\alpha$ and $\beta$ and the matrices $X$ and $Y$ which have appropriate dimensions, the following inequality holds.

$$2\alpha^T X A(t) Y \beta \leq 2 \left\| X^T \alpha \right\| \left\| Y \beta \right\|$$

where $A(t) \in \mathbb{R}^{m \times n}$ is a time-varying matrix satisfying the relation $\|A(t)\| \leq 1.0$.

**Lemma 2:** (Schur complement) For a given constant real symmetric matrix $\Theta$, the following items are equivalent.

(i) $\Theta = \begin{pmatrix} \Theta_{11} & \Theta_{12} \\ \Theta_{12}^T & \Theta_{22} \end{pmatrix} > 0$,

(ii) $\Theta_{11} > 0$ and $\hat{\Theta}_{12} = \Theta_{12} - \Theta_{11}^{-1/2} \Theta_{12} \Theta_{11}^{-1/2} > 0$,

(iii) $\Theta_{22} > 0$ and $\hat{\Theta}_{11} = \Theta_{11} - \Theta_{12} \Theta_{12}^T > 0$.

### 3 Problem Formulation

Consider the uncertain large-scale interconnected system with state delays composed of $N$ subsystems described as

$$\frac{dx_i(t)}{dt} = A_{\mu}(t)x_i(t) + \sum_{j=1}^{N} A_{\gamma}(t)x_j(t) + \sum_{j=1}^{N} H_{\gamma}(t)x_j(t - h_{\gamma}) + B_{\mu}u_i(t) + \Gamma_{\mu} \omega_i(t),$$

$$z_i(t) = C_{\mu}x_i(t) + \Gamma_{\gamma} \omega_i(t).$$

In (1), $x_i(t) \in \mathbb{R}^{n_i}$, $u_i(t) \in \mathbb{R}^{m_i}$, $z_i(t) \in \mathbb{R}^{r_i}$ and $\omega_i(t) \in \mathbb{R}^{q_i}$ are the vectors of the state, the control input, the controlled output and the disturbance input for the $i$-th subsystem, respectively. Besides, $x(t) = (x_1^T(t), \ldots, x_N^T(t))^T$, $u(t) = (u_1^T(t), \ldots, u_N^T(t))^T$, $z(t) = (z_1^T(t), \ldots, z_N^T(t))^T$ and $\omega(t) = (\omega_1^T(t), \ldots, \omega_N^T(t))^T$ are the state, the control input, the controlled output and the disturbance input of the overall system. The matrices $A_{\mu}(t)$, $A_{\gamma}(t)$ and $H_{\gamma}(t)$ are given by

$$A_{\mu}(t) = A_{\mu} + B_{\mu}D_{\gamma}(t)L_{\mu},$$

$$A_{\gamma}(t) = B_{\mu}D_{\gamma} + B_{\mu}A_{\gamma}(t)M_{\mu},$$

$$H_{\gamma}(t) = B_{\mu}E_{\gamma} + B_{\mu}A_{n_{\gamma}}(t)N_{h_{\gamma}}.$$

i.e. the uncertainties, the interactions, and coefficients of state delays satisfy the matching condition. In (1) and (2), the matrices $A_{\mu} \in \mathbb{R}^{n_{\mu} \times n_{\mu}}$, $B_{\mu} \in \mathbb{R}^{n_{\mu} \times m_{\mu}}$, $C_{\mu} \in \mathbb{R}^{r_{\mu} \times n_{\mu}}$, $\Gamma_{\mu} \in \mathbb{R}^{r_{\mu} \times r_{\mu}}$, and $\Gamma_{\gamma} \in \mathbb{R}^{r_{\gamma} \times r_{\mu}}$ are known system parameters and the matrices $L_{\mu}$, $D_{\gamma}$, $M_{\mu}$, $E_{\gamma}$ and $N_{h_{\gamma}}$ which have appropriate dimensions represent the structure of uncertainties, interactions and state delays. Additionally, matrices $A_{\mu}(t) \in \mathbb{R}^{n_{\mu} \times n_{\mu}}$, $A_{\gamma}(t) \in \mathbb{R}^{n_{\mu} \times n_{\mu}}$ and $A_{n_{\gamma}}(t) \in \mathbb{R}^{n_{\mu} \times n_{\mu}}$ denote unknown parameters satisfying the relations $\|A_{\mu}(t)\| \leq 1.0$, $\|A_{\gamma}(t)\| \leq 1.0$ and $\|A_{n_{\gamma}}(t)\| \leq 1.0$ respectively.

Now for the $i$-th subsystem of (1), we define the following control input.

$$u_i(t) = F_i x_i(t) + G_i(x_i,t)x_i(t)$$

In (3), $F_i \in \mathbb{R}^{m_{\mu} \times n_{\mu}}$ and $G_i \in \mathbb{R}^{m_{\mu} \times r_{\mu}}$ are the fixed compensation gain matrix and the variable one for the $i$-th subsystem of (1). From (1), (2) and (3), the following closed-loop system can be obtained.

$$\frac{dx_i(t)}{dt} = (A_{\mu} + B_{\mu}F_i)x_i(t) + B_{\mu}H_{\gamma}(t)L_{\mu}x_i(t) + B_{\mu} \sum_{j=1}^{N} (D_{\gamma} + A_{\gamma}(t)M_{\mu})x_j(t) + B_{\mu} \sum_{j=1}^{N} (E_{\gamma} + A_{\gamma}(t)N_{h_{\gamma}})x_j(t - h_{\gamma}) + \Gamma_{\mu} \omega_i(t) + B_{\mu}G_i(x_i,t)x_i(t).$$

Now we will give the definition of the decentralized variable gain robust control with guaranteed L2 gain performance $\gamma^* > 0$ [12].
Definition 1: For the uncertain large-scale interconnected system of (1), the control input of (3) is said to be a decentralized variable gain robust control with guaranteed L2 gain performance \( \gamma^* > 0 \) if the resultant closed-loop system of (4) is internally stable, and \( H_\infty \)-norm of the transfer function from the disturbance input \( \omega(t) = (\omega_1^T(t), \ldots, \omega_N^T(t))^T \) to the controlled output \( z(t) = (z_1^T(t), \ldots, z_N^T(t))^T \) is less than or equal to a positive constant \( \gamma^* \), because the inequality of (9) means the following relation

\[
\|z(t)\|_{L_\infty} \leq \gamma^* \|\omega(t)\|_{L_\infty} \tag{10}
\]

where \( \gamma^* \) are given by

\[
\gamma^* = \max_i \gamma_i^* \tag{11}
\]

Thus the proof of Lemma 3 is accomplished.

From the above discussion, our design objective in this paper is to determine the decentralized variable gain robust control input of (3) such that the overall system achieves not only internal stability but also guaranteed L2 gain performance \( \gamma^* \). That is to derive the symmetric positive definite matrices \( P_i \in \mathbb{R}^{n_i \times n_i} \) and \( P_y \in \mathbb{R}^{n_y \times n_y} \), positive scalars \( \gamma^* \), the fixed compensation gain \( F_i \in \mathbb{R}^{m_i \times n_i} \) and the variable one \( G_r(x_i,t) \in \mathbb{R}^{m_i \times n_i} \), satisfying the inequality of (8) for all admissible uncertainties \( A_i(t) \in \mathbb{R}^{m_i \times n_i} \), \( A_y(t) \in \mathbb{R}^{m_y \times n_y} \) and the disturbance input \( \omega(t) \in L_2[0,\infty) \).

4. Decentralized Variable Gain Controllers

The following theorem shows a sufficient condition for the existence of the proposed decentralized control system.

Theorem 1: Consider the uncertain subsystem of (1) and the control input of (3). If the LMIs

\[
\begin{bmatrix}
H_x \{ A_i F_i + B W_i \} & F_x Y C_i^T + F_x Y C_i^T B^T F_x & A_i Y_c \\
* & * & * \\
- Y_y E^T & Y_y N^T & - \delta_i I_{n_y}
\end{bmatrix}
< 0 \tag{12}
\]

are feasible, by using symmetric positive definite matrices \( Y_i \in \mathbb{R}^{n_i \times n_i} \) and \( Y_y \in \mathbb{R}^{n_y \times n_y} \), matrices \( W_i \in \mathbb{R}^{m_i \times n_i} \) and positive constants \( \varepsilon_i \) and \( \delta_i \) which satisfy the LMIs of (12) and (13), the fixed gain matrix
are determined as \( F_i = W Y_i^{-1} \) and the variable one \( G_i(x_i, t) \) respectively. In (12) and (13), matrices \( A_i(Y_i) \) and \( \Omega_i(Y_{ji}, e_i) \) are given by

\[
G_i(x_i, t) = \begin{bmatrix}
\|B_i^T P_i x_i(t)\|_F^2 + \|e_i(N - 1) + \delta_i N\|_{B_i^T P_i x_i(t)} & B_i^T P_i \\
B_i^T P_i & B_i^T P_i
\end{bmatrix}
\]

\[
A_i(Y_i) = \begin{bmatrix}
Y_i & Y_i C_i^T & Y_i D_i & Y_i M_i & \cdots \\
\cdots & Y_i D_{i+1} & Y_i M_{i+1} & \cdots & Y_i N_{i+1} & Y_i M_{i+1} & \cdots \\
\end{bmatrix}
\]

\[
\Omega_i(Y_{ji}, e_i) = \text{diag}(Y_{ij}, Y_{2i}, \cdots, Y_{N_i}, I_p, e_i, I_{s_i}, \cdots, e_i, I_{s_{i+1}}, e_i, \cdots, e_i, I_{s_{N_i}}).
\]

Moreover, \( t_e \) in (14) is given by

\[
t_e = \lim_{\epsilon \to 0, \epsilon > 0} (t - \epsilon) [3].
\]

Then the control input of (3) is the decentralized variable gain robust control with guaranteed L2 gain performance \( \gamma^* \).

\[
\frac{d}{dt} V_i(x_i, t) = x_i^T(t) \left[H_i \left( A_i^T + B_i F_i^T \right) P_i \right] x_i(t) + H_i \left( x_i^T(t) P_i B_i A_i(t) L_i x_i(t) \right) + H_i \left( x_i^T(t) P_i B_i G_i(x_i, t)x_i(t) \right)
\]

\[
+ H_i \left( x_i^T(t) P_i B_i \sum_{j=1}^N (D_{ij} + A_j(t) M_{ij}) x_j(t) \right) + H_i \left( x_i^T(t) P_i B_i \sum_{j=1}^N (E_j + A_j(t) N_{ij}) x_j(t - h_j) \right)
\]

\[
+ H_i \left( x_i^T(t) P_i \Omega_i(t) \right) + \sum_{j=1}^N \left( x_j^T(t) P_i x_j(t) - x_j^T(t - h_j) P_i x_j(t - h_j) \right)
\]

\[
\leq \gamma^*(t) \left[H_i \left( A_i^T + B_i F_i^T \right) P_i \right] x_i(t) + 2 \left\| B_i^T P_i x_i(t) \right\|_F^2 + \delta_i N \left\| B_i^T P_i x_i(t) \right\|^2
\]

\[
+ 2 \gamma^*(t) P_i B_i G_i(x_i, t)x_i(t) + 2 \epsilon_i (N - 1) \left\| B_i^T P_i x_i(t) \right\|^2 + \frac{1}{\delta_i} \sum_{j=1}^N x_j^T(t - h_j) (E_j + N_{ij} N_{ij}) x_j(t - h_j)
\]

\[
\leq \gamma^*(t) \left[H_i \left( A_i^T + B_i F_i^T \right) P_i \right] x_i(t) + 2 \gamma^*(t) P_i B_i G_i(x_i, t)x_i(t) + 2 \epsilon_i (N - 1) \left\| B_i^T P_i x_i(t) \right\|^2 + \frac{1}{\delta_i} \sum_{j=1}^N x_j^T(t - h_j) (E_j + N_{ij} N_{ij}) x_j(t - h_j)
\]

\[
+ H_i \left( x_i^T(t) P_i \Omega_i(t) \right) + \sum_{j=1}^N \left( x_j^T(t) P_i x_j(t) - x_j^T(t - h_j) P_i x_j(t - h_j) \right)
\]

Proof: In order to prove theorem 1, let us consider the quadratic function of (5), the Hamiltonian \( H_i(x_i, t) \) of (7) and the inequality of (8).

For the quadratic functions \( V_i(x_i, t) \) of (6), its time derivative can be computed as

\[
\frac{d}{dt} V_i(x_i, t) = x_i^T(t) \left[H_i \left( A_i^T + B_i F_i^T \right) P_i \right] x_i(t) + H_i \left( x_i^T(t) P_i B_i A_i(t) L_i x_i(t) \right) + H_i \left( x_i^T(t) P_i B_i G_i(x_i, t)x_i(t) \right)
\]

\[
+ H_i \left( x_i^T(t) P_i B_i \sum_{j=1}^N (D_{ij} + A_j(t) M_{ij}) x_j(t) \right) + H_i \left( x_i^T(t) P_i B_i \sum_{j=1}^N (E_j + A_j(t) N_{ij}) x_j(t - h_j) \right)
\]

\[
+ H_i \left( x_i^T(t) P_i \Omega_i(t) \right) + \sum_{j=1}^N \left( x_j^T(t) P_i x_j(t) - x_j^T(t - h_j) P_i x_j(t - h_j) \right)
\]

Note that for derivation of (17), Lemma 1 and the well-known inequality

\[2 \alpha^T \beta \leq \delta \alpha^T \alpha + \frac{1}{\delta} \beta^T \beta \] (18)

for any vectors \( \alpha \) and \( \beta \) with appropriate dimensions and a positive scalar \( \delta \) have been used.

Firstly, we consider the case of \( B_i^T P_i x_i(t) \neq 0 \). In this case, substituting the variable gain matrix of (14) into (17) and some algebraic manipulations give the following inequality.
\[
\frac{d}{dt} V(x, t) \leq x^T(t) \left[ H_e \left\{ \left( A_i + B_i F_i \right)^T P_i \right\} \right] x(t) \\
+ \sum_{j=1}^{N} \frac{1}{\delta_j} \sum_{i=1}^{N} x^T_j(t) (D_{ij} D_{ij} + M_{ij}^T M_{ij}) x_j(t) \\
+ \sum_{j=1}^{N} \frac{1}{\delta_j} \sum_{i=1}^{N} x^T_j(t) (E_{ij} E_{ij} + N_{ij}^T N_{ij}) x_j(t-h_j) \\
+ H_e \left\{ x^T_i(t) P_i \Gamma_{x_i} \omega_i(t) \right\} \\
+ \sum_{i=1}^{N} (x^T_i(t) P_i x_i(t) - x^T_i(t-h_i) P_i x_i(t-h_i)) 
\]  

(19)

Moreover one can easily see from (1) that the relation

\[
z^T(t) z(t) - (\gamma^*_i)^2 \omega^T_i(t) \omega_i(t) \\
= x^T_i(t) C_i^T C_i x_i(t) + H_e \left\{ x^T_i(t) C_i^T \Gamma_{z_i} \omega_i(t) \right\} \\
+ \omega^T_i(t) (\Gamma_{z_i} \Gamma_{x_i} - \gamma_i I_{q_i}) \omega_i(t) 
\]

(20)

holds, where \( \gamma_i = (\gamma^*_i)^2 \). Hence from (5), (7), (19) and (20), the following relation for the Hamiltonian \( H(x, t) \) can be derived.

\[
H(x, t) \leq \sum_{i=1}^{N} x^T_i(t) \left[ H_e \left\{ \left( A_i + B_i F_i \right)^T P_i \right\} \right] x_i(t) \\
+ \sum_{j=1}^{N} \frac{1}{\delta_j} \sum_{i=1}^{N} x^T_j(t) (E_{ij} E_{ij} + N_{ij}^T N_{ij}) x_j(t-h_j) \\
+ H_e \left\{ x^T_i(t) P_i \Gamma_{x_i} \omega_i(t) \right\} \\
+ \sum_{i=1}^{N} (x^T_i(t) P_i x_i(t) - x^T_i(t-h_i) P_i x_i(t-h_i)) 
\]  

(21)

In addition, the inequality of (21) can be rewritten as

\[
H(x, t) \leq \sum_{i=1}^{N} x^T_i(t) \left[ H_e \left\{ \left( A_i + B_i F_i \right)^T P_i \right\} \right] x_i(t) \\
+ \sum_{j=1}^{N} \frac{1}{\delta_j} \sum_{i=1}^{N} x^T_j(t) (E_{ij} E_{ij} + N_{ij}^T N_{ij}) x_j(t-h_j) \\
+ H_e \left\{ x^T_i(t) P_i \Gamma_{x_i} \omega_i(t) \right\} \\
+ \sum_{i=1}^{N} (x^T_i(t) P_i x_i(t) - x^T_i(t-h_i) P_i x_i(t-h_i)) 
\]  

(22)

Besides, the inequality of (23) can be rewritten as
\[
H(x,t) \leq \sum_{i=1}^{N} \left( \frac{\chi_i(t)}{\sigma_i(t)} \right)^T \Psi_i(P_i, P_q, \xi_i, \gamma_i) \left( \frac{\chi_i(t)}{\sigma_i(t)} \right) + \sum_{i=1}^{N} \frac{1}{\delta_i} \sum_{j=1}^{N} x_i^T(t-h_j)(E^T_j E_j + N^T_h N_h - \delta_i P_j) x_i(t-h_j) \tag{23}
\]

where \( \Psi_i(P_i, P_q, \xi_i, \gamma_i) \) is given by

\[
\Psi_i(P_i, P_q, \xi_i, \gamma_i) = \begin{bmatrix}
H_e \left( (A_i + B_i F_i)^T P_i \right) + C_i^T C_i + \sum_{j=1}^{N} \frac{1}{\xi_j} (D^T_j D_j + M^T_j M_j) + \sum_{j=1}^{N} \left( P_j G_{x_i} + C_j^T \Gamma_z \right)

\end{bmatrix}
\]

Furthermore by introducing the matrices \( Y_i \equiv P_i^{-1} \), \( Y_j \equiv P_j^{-1} \) and \( W_i \equiv F_i Y_i \) and pre- and post-multiplying both sides of (26) and the second inequality of (25) by diag(\( Y_i, I_q, \cdots, I_n \)) and \( Y_j \) respectively, we have the following inequalities.
Thus by applying Lemma 2 to (27) and (28), we find that these inequalities are equivalent to the LMIs of (12) and (13), respectively. Therefore by solving the LMIs of (12) and (13), the fixed gain matrix is determined as $F_i = W_i Y_i^{-1}$, and the variable one is given by (14). Thus the proof of Theorem 1 is accomplished.

5 Numerical Examples

In this example, we consider the uncertain large-scale interconnected system consisting of three two-

$$
A_i = \begin{pmatrix} -1.0 & 1.0 \\ 0.0 & 1.0 \end{pmatrix}, \quad A_{i2} = \begin{pmatrix} 0.0 & 1.0 \\ -1.0 & -1.0 \end{pmatrix}, \quad A_{i3} = \begin{pmatrix} 1.0 & 0.0 \\ -1.0 & -3.0 \end{pmatrix}, \quad B_i = \begin{pmatrix} 0.0 \\ 1.0 \end{pmatrix}, \quad B_{i2} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad B_{i3} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix},
$$

$$
L_i^1 = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad L_i^2 = \begin{pmatrix} 1.0 \\ 2.0 \end{pmatrix}, \quad L_i^3 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad D_i^1 = \begin{pmatrix} 1.0 \\ 2.0 \end{pmatrix}, \quad D_i^2 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad D_i^3 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad D_{i2} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad D_{i3} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad D_{i2}^2 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad D_{i3}^2 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad D_{i2}^3 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad D_{i3}^3 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix},
$$

$$
E_i^1 = \begin{pmatrix} 1.0 \\ 2.0 \end{pmatrix}, \quad E_i^2 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad E_i^3 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad E_{i2}^1 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad E_{i2}^2 = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad E_{i2}^3 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad E_{i3}^1 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad E_{i3}^2 = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad E_{i3}^3 = \begin{pmatrix} 2.0 \\ 2.0 \end{pmatrix},
$$

$$
N_i^{T_1} = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad N_i^{T_2} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad N_i^{T_3} = \begin{pmatrix} 1.0 \\ 1.0 \end{pmatrix}, \quad N_{i2}^{T_1} = \begin{pmatrix} 2.0 \\ 0.0 \end{pmatrix}, \quad N_{i2}^{T_2} = \begin{pmatrix} 2.0 \\ 0.0 \end{pmatrix}, \quad N_{i2}^{T_3} = \begin{pmatrix} 2.0 \\ 0.0 \end{pmatrix}, \quad N_{i3}^{T_1} = \begin{pmatrix} 3.0 \\ 0.0 \end{pmatrix}, \quad N_{i3}^{T_2} = \begin{pmatrix} 3.0 \\ 0.0 \end{pmatrix}, \quad N_{i3}^{T_3} = \begin{pmatrix} 0.0 \\ 0.0 \end{pmatrix},
$$

$$
N_{i2}^{T_3} = \begin{pmatrix} 3.0 \\ 1.0 \end{pmatrix}, \quad N_{i3}^{T_2} = \begin{pmatrix} 2.0 \\ 1.0 \end{pmatrix}, \quad \Gamma_i = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad \Gamma_{i2} = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad \Gamma_{i3} = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad C_i = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad C_{i2} = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix}, \quad C_{i3} = \begin{pmatrix} 1.0 \\ 0.0 \end{pmatrix},
$$

$$
\Gamma_{i2} = 1.0, \quad \Gamma_{i3} = 1.0, \quad \Gamma_{i3} = 1.0.
$$

Firstly, by using Theorem 1 we design the proposed decentralized variable gain robust controller. By solving LMIs of (12) and (13), we have
\[ Y_1 = \begin{bmatrix} 1.0047 \times 10^2 & 1.8667 \times 10^1 \\ * & 1.3780 \times 10^2 \end{bmatrix}, \quad Y_2 = \begin{bmatrix} 1.3464 \times 10^2 & 7.8244 \times 10^{-1} \\ * & 1.3460 \times 10^2 \end{bmatrix} \]

\[ Y_3 = \begin{bmatrix} 1.3441 \times 10^{-2} & -4.4497 \times 10^{-2} \\ * & 1.3458 \times 10^{-2} \end{bmatrix}, \quad W_1^T = \begin{bmatrix} -1.3793 \\ -2.0519 \end{bmatrix} \times 10^2, \quad W_2^T = \begin{bmatrix} -1.3793 \\ -2.0519 \end{bmatrix} \times 10^1, \]

\[ W_3^T = \begin{bmatrix} -2.0418 \\ 3.3353 \end{bmatrix} \times 10^2, \quad Y_{11} = \begin{bmatrix} 1.0157 \\ * \end{bmatrix} \times 10^1, \quad Y_{12} = \begin{bmatrix} 9.0619 \\ * \end{bmatrix} \times 10^1, \]

\[ Y_{13} = \begin{bmatrix} 6.5473 & -4.7474 \\ * & 5.3610 \end{bmatrix} \times 10^4, \quad Y_{21} = \begin{bmatrix} 8.5075 \\ * \end{bmatrix} \times 10^4, \quad Y_{22} = \begin{bmatrix} 2.5941 \times 10^4 \\ * \end{bmatrix} \times 10^4, \quad Y_{23} = \begin{bmatrix} 9.2729 \\ * \end{bmatrix} \times 10^1, \]

\[ Y_{24} = \begin{bmatrix} 3.0817 \\ * \end{bmatrix} \times 10^1, \quad Y_{31} = \begin{bmatrix} 9.1729 \\ * \end{bmatrix} \times 10^1, \quad Y_{32} = \begin{bmatrix} 4.0998 \\ * \end{bmatrix} \times 10^1, \quad Y_{33} = \begin{bmatrix} 3.0599 \\ * \end{bmatrix} \times 10^1, \]

\[ Y_{34} = \begin{bmatrix} 7.2644 \\ * \end{bmatrix} \times 10^1 \]

\[ \varepsilon_1 = 7.8221, \quad \varepsilon_2 = 4.5591, \quad \varepsilon_3 = 2.9293, \quad \delta_1 = 2.7308 \times 10^2, \quad \delta_2 = 3.8202 \times 10^2, \quad \delta_3 = 5.028 \times 10^2 \]

\[ \gamma_1 = 6.5765, \quad \gamma_2 = 3.2952, \quad \gamma_3 = 5.2439. \]

(30)

Thus the fixed gain matrices \( F_i \in \Re^{1 \times 2} \) can be computed as

\[ F_1 = \begin{bmatrix} -1.1245 \\ -1.3367 \end{bmatrix}, \quad F_2 = \begin{bmatrix} -5.0451 \\ 4.9566 \end{bmatrix} \times 10^1, \quad F_3 = \begin{bmatrix} -1.5183 \\ 2.4728 \end{bmatrix} \]

(31)

and the variable one \( G_i(x_i, t) \in \Re^{1 \times 2} \) can also be derived. Furthermore, the positive scalars \( \gamma_i^* = \sqrt{\gamma_i} \) can be obtained as

\[ \gamma_1^* = 2.5645, \quad \gamma_2^* = 1.8153, \quad \gamma_3^* = 2.2900. \]

(32)

Therefore, guaranteed L2 gain performance \( \gamma^* = \max_i \gamma_i^* \) via the proposed controller is given by

\[ \gamma^* = 2.5645 \]

(33)

Thus we can see that the proposed decentralized variable gain robust controller with guaranteed L2 gain performance can be obtained by solving LMIs of (12) and (13).

6. Conclusions

In this paper, for the uncertain large-scale interconnected system with state delays, we have proposed a decentralized variable gain robust controller which achieves not only robust stability but also guaranteed L2 gain performance.

In the future, we will extend the proposed controller to the design problem for such a broad class of systems as large-scale systems with mismatched uncertainties, large-scale systems with Lipschitz nonlinearities and so on.
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