Bi-objective robust optimization of machined surface quality and productivity under vibrations limitation
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Abstract. In this contribution, a bi-objective robust optimization of cutting parameters, with the taking into account uncertainties inherent in the tool wear and the tool deflection for a turning operation is presented. In a first step, we proceed to the construction of substitution models that connect the cutting parameters to the variables of interest based on design of experiments. Our two objectives are the best machined surface quality and the maximum productivity under consideration of limitations related to the vibrations and the range of the three cutting parameters. Then, using the developed genetic algorithm that based on a robust evaluation mechanism of chromosomes by Monte-Carlo simulations, the influence and interest of the uncertainties integration in the machining optimization is demonstrated. After comparing the classical and robust Pareto fronts, A surface quality less efficient but robust can be obtained with the consideration of uncontrollable factors or uncertainties unlike that provides the deterministic and classical optimization for the same values of productivity.

1. Introduction

In machining by material removal, some variability due to geometric, kinematic, thermal, and mechanical errors (deflection of the cutting tool) are a source of generating geometric irregularities \cite{1–3} affecting randomly the deflection of the cutting tool and the maximum productivity under vibrations limitation. They result from vibrations and the range of the three cutting parameters. Then, using the developed genetic algorithm that based on a robust evaluation mechanism of chromosomes by Monte-Carlo simulations, the influence and interest of the uncertainties integration in the machining optimization will be demonstrated.
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2. Robust optimization

The economical and reliable machining is the result of a robust optimization of machining operative conditions leading to less sensitive solutions to variabilities. In other words this is an optimization taking into account the uncertainties of cutting parameters \cite{10}.
The robust optimization procedure requires making the stochastic problem in deterministic state. Indeed, the introduction of uncertainty in the input parameters under the probability laws makes the problem in stochastic state, because the output parameters become random by propagation of errors. Therefore to bring it to a deterministic problem it must measure the robustness of the dependent variables by calculating the expectation, variance or both simultaneously [11–14]. At a point x affected by uncertainty, the expectation measurement of a function \( f(x) \) is the average value estimation of this function in the entourage of the studied point x; However, the “expectation” function performs a smoothing of the original “objective” function. The obtained solution after an optimization by the expectation is called efficient-robust solution.

In addition, the robustness measurement by the calculation of variance considers the dispersion of function around the studied point, and the minimization of the variance provides information on a purely robust solution against objectives [15]. The formulation of the robust optimization problem is performed in different ways. The original “objective” function can be replaced by its expectation and the original “constraint” function can be added to its variance [16]. A combination of pure robustness and efficiency by substituting the classical “objective” function by an aggregation of mean-variance with a weighting factor is also feasible [17]. Treating the expectation of the original functions and consider its variance as a constraint (M-robustness) and the reverse (V-robustness) is another possible solution [18].

3. Robust optimization in machining

Sun et al. [19] have conducted a robust multi-objective optimization by particle swarm method in the field of metal forming; the objective and constraint functions are obtained by a design of numerical experiments. In addition, they used the six-sigma principle to assess the variations of stress caused by disturbances of the decision variables. Similarly, through the computer-assisted manufacturing (CAM), Jeang [20] was able to obtain a robust substitution model by linking the machining time and the uncertainties of decision variables using the design of experiences methodology and response surface, implemented under the CATIA™ software. The minimization of the machining time under uncertainty, taking into account the quality of the machined surface, has opened new perspectives.

Landers et al. [21] have proposed a strategy for robust control of the cutting force, in order to compensate the cutting process submitted to variability. Ivester and Danai [22] have suggested the adaptive control optimization, where the machine settings are adjusted according to the cutting process reaction and in a manner to compensate inaccuracies in the milling of thin walls. Huang et al. [23] have used the finite element analysis to predict the error due to the tool deflection and system instability by a thermo-mechanical model, and thanks to min-max method, they have realized a robust optimization of cutting parameters. Paiva et al. [24] for a hard steel turning have studied the influence of cutting parameters (\( V, f, a_p \)) and two uncertain parameters (tool wear, piece hardness) on the surface roughness by design of experiences methodology and then proceed to the robust optimization with substitution models.

4. Formulation of a robust optimization problem

If a decision variable \( x \) is uncertain and its distribution follows a uniform law \( X_x \approx U[-\delta, \delta] \), thus the original function \( f(x) \) in turn becomes a random variable \( X_{f(x)} \) by uncertainty propagation whose probability distribution is unknown a priori for each point. The classical optimization problem becomes stochastic; it must be reduced to a deterministic problem with the robustness measurement denoted as \( \varphi(f(x + X_x)) \) (Eq. (3)). The most used robustness measurement is mean-variance aggregation (Eq. (3)) calculated with the Monte Carlo simulations (Fig. 1):

We can formulate the classical and robust optimization problems respectively in (Eq. (1)) and (Eq. (2)) as follows:

\[
\begin{align*}
\begin{cases}
\text{minimize } f(x) \\
\quad \text{such as } g_j(x) \leq 0 \quad j = 1, \ldots, n \\
\quad x_{\min} \leq x \leq x_{\max}
\end{cases} \quad (1)
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\text{minimize } \varphi(f(x + X_x)) \\
\quad \text{such as } g_j(x) \leq 0 \quad j = 1, \ldots, n \\
\quad x_{\min} \leq x \pm \delta x \leq x_{\max}
\end{cases} \quad (2)
\end{align*}
\]

where \( \delta x \) is the half uncertainty interval (tolerance) of design variables. And \( x \) is the design variable vector, \( x_{\min} \) and \( x_{\max} \) are the lower and upper bounds of the search space. \( \varphi(f(x + X_x)) \) is the robust “objective” function that replaces the classical objective function \( f(x) \) and \( g_j(x) \) are the n robust “constraint” functions (explicated
in Eq. (4)) which also substitute the classical “constraint”

\[
g_j(x) = g_j(x) + \beta \sum_{i=1}^{n} \frac{\partial g_j(x)}{\partial x_i} \Delta x_i
\]  

(4)

\[|\frac{\partial g_j(x)}{\partial x_i}|: \text{is the gradient absolute value of the} j^{th} \text{constraint relative to the} i^{th} \text{design variable.}
\]

\[\beta: \text{is a penalty factor or a confidence coefficient that controls the robustness degree.}
\]

5. Case study in turning

The longitudinal turning tests were performed on a turn SOMAB 500 with a power of 24 kW and having a maximum rotational speed of 2500 rev/min (Fig. 2). The chosen material is 100C6, an alloyed steel with strength of about 850 MPa and a hardness of 217 HB. The insert geometry is ISO CNMG 120408 mounted on tool ISO DCLN2525M12.

To implement our optimization algorithm and to choose the optimum cutting conditions, several parameters to be measured are selected:

- Machined surface quality: we have measured the surface roughness Ra (\(\mu m\)) using a roughness-meter.
- Productivity: the metal removal rate \(Q\) (\(cm^3/min\)) is calculated for each test.

\[Q = 1000 * V * f * a_p,\]  

(5)

- Vibration of the cutting tool: the signals coming from the triaxial accelerometer (4520) mounted on the tool are collected using a multi-analyzer 3560 Brüel and Kjær in three directions and recorded directly onto PC. The acquisition time is related to the used cutting speed (between 8 s and 24 s) and the sampling frequency is 16384 Hz.
- The accelerations are more important in the tangential direction (\(z\)), hence the choice of this direction for our analysis.

5.1. Multiple linear regression

Using multiple linear regression and design of experiments, we can mount a predictive theoretical model of observed or measured values with very good accuracy [25,26].

\[y_i = \beta_0 + \sum_{j=1}^{p} \beta_j X_{ij} + \varepsilon_i\]  

(6)

where \(\varepsilon_i\) is the module error that expresses or summarize the missing information in the linear regression of the \(y_i\) values. \(X_{i1}, \ldots, X_{ij}\) et \(\beta_0, \ldots, \beta_j\) are the coefficients of parameters to be estimated. A series of statistical tests is conducted to judge the quality of the model:

- The global analysis of the system;
- The study of model coefficients;
- The analysis of residues;

Our design of experiments is factorial, orthogonal and complete; it contains 27 trials (Table 1) [27].

5.2. The meta-models

Based on the results of carried investigations, the linear regression and the analysis of variance (ANOVA) were used to determine the empirical models, and the influential factors for each output (Ra, \(A_z\)) as a function of the inputs \((a_p, f, V)\).

6. Optimization

Using meta-models mentioned above, we want to optimize the cutting parameters that achieve a compromise between maximum productivity and the minimal roughness of the machined surface under the variability of the depth of cut and tool feed. Thereafter, a comparison between the robust optima (under uncertainty) and efficient optima (classical) is processed.

For this, the developed genetic algorithm MC-GA is used for its efficiency to treat the optimization problems under uncertainty [9]. The proposed “robust” genetic algorithm contains the same steps as the “deterministic” genetic algorithm.

6.1. The uncertain parameters

In this section, we will consider the uncertainties of two parameters that have a significant and direct influence on the dependent variables. The two parameters are the
Table 1. Design of experiments.

<table>
<thead>
<tr>
<th>N°</th>
<th>ap</th>
<th>f</th>
<th>V</th>
<th>Ra (μm)</th>
<th>Az</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.15</td>
<td>100</td>
<td>0.484</td>
<td>12.2509</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.15</td>
<td>200</td>
<td>0.457</td>
<td>47.6386</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.15</td>
<td>300</td>
<td>0.511</td>
<td>90.7654</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.3</td>
<td>100</td>
<td>1.793</td>
<td>19.7482</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.3</td>
<td>200</td>
<td>2.049</td>
<td>66.9301</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.3</td>
<td>300</td>
<td>2.054</td>
<td>149.6138</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.45</td>
<td>100</td>
<td>3.442</td>
<td>18.8094</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.45</td>
<td>200</td>
<td>3.652</td>
<td>89.4253</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.45</td>
<td>300</td>
<td>3.988</td>
<td>169.5976</td>
</tr>
<tr>
<td>10</td>
<td>1.5</td>
<td>0.15</td>
<td>100</td>
<td>0.856</td>
<td>12.9179</td>
</tr>
<tr>
<td>11</td>
<td>1.5</td>
<td>0.15</td>
<td>200</td>
<td>0.598</td>
<td>47.9771</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>0.15</td>
<td>300</td>
<td>0.645</td>
<td>87.1003</td>
</tr>
<tr>
<td>13</td>
<td>1.5</td>
<td>0.3</td>
<td>100</td>
<td>3.082</td>
<td>19.3565</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>0.3</td>
<td>200</td>
<td>1.967</td>
<td>73.3288</td>
</tr>
<tr>
<td>15</td>
<td>1.5</td>
<td>0.3</td>
<td>300</td>
<td>2.516</td>
<td>119.7132</td>
</tr>
<tr>
<td>16</td>
<td>1.5</td>
<td>0.45</td>
<td>100</td>
<td>4.864</td>
<td>25.2293</td>
</tr>
<tr>
<td>17</td>
<td>1.5</td>
<td>0.45</td>
<td>200</td>
<td>3.537</td>
<td>98.9062</td>
</tr>
<tr>
<td>18</td>
<td>1.5</td>
<td>0.45</td>
<td>300</td>
<td>4.466</td>
<td>198.9357</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>0.15</td>
<td>100</td>
<td>1.320</td>
<td>18.7534</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>0.15</td>
<td>200</td>
<td>1.178</td>
<td>49.5799</td>
</tr>
<tr>
<td>21</td>
<td>2</td>
<td>0.15</td>
<td>300</td>
<td>1.203</td>
<td>99.6932</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>0.3</td>
<td>100</td>
<td>2.921</td>
<td>35.2407</td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>0.3</td>
<td>200</td>
<td>2.670</td>
<td>68.6314</td>
</tr>
<tr>
<td>24</td>
<td>2</td>
<td>0.3</td>
<td>300</td>
<td>2.393</td>
<td>164.2688</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>0.45</td>
<td>100</td>
<td>6.549</td>
<td>51.738</td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>0.45</td>
<td>200</td>
<td>5.472</td>
<td>157.2322</td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>0.45</td>
<td>300</td>
<td>5.811</td>
<td>347.1723</td>
</tr>
</tbody>
</table>

Table 2. The regression models for each output with their respective adjusted coefficients of determination.

<table>
<thead>
<tr>
<th>Empirical models</th>
<th>R²aj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra = −0.85 − 0.43 * ap + 12.08 * f − 8.07 * 10⁻⁵ * V + 1.37 * ap * f + 5.25 * 10⁻³ * V * ap − 9.52 * 10⁻⁵ * f * V</td>
<td>0.99</td>
</tr>
<tr>
<td>(8)</td>
<td></td>
</tr>
</tbody>
</table>

resulted from the wear of nose radius (Figs. 3–4) is the cause of geometrical irregularities of first order.

Table 3. The parameters value of used genetic algorithm.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension of population</td>
<td>200</td>
</tr>
<tr>
<td>Number of Monte-Carlo simple</td>
<td>50 000</td>
</tr>
<tr>
<td>Selection</td>
<td>tournament</td>
</tr>
<tr>
<td>Rate of crossover</td>
<td>0.8</td>
</tr>
<tr>
<td>Rate of mutation</td>
<td>0.01</td>
</tr>
<tr>
<td>Number of generation</td>
<td>200</td>
</tr>
</tbody>
</table>

7. Results and discussion

For depth of cut ap of 2 mm, the “classical” feasible domain is defined by the maximum vibration level (blue on Fig. 6), by the maximum and minimum allowable advances [0.15–0.45] (black on Fig. 6). On the other hand, the “robust” feasible domain is bounded by the noise of vibration function (green) and by the noise functions of maximum and minimum permitted feed (respectively: dark green and red on Fig. 6).

By analyzing the curves in Fig. 6, it is essential to take the maximum values of feed f and the minimum cutting speed V to respect the threshold acceleration.
Figure 3. The uncertainty of tool feed caused by flank wear VB of the cutting tool in turning.

Figure 4. The uncertainty of depth of cut caused by the tool deflection and wear of nose radius.

Figure 5. Organogram of classical and robust optimization.
Table 4. Comparison of efficient and robust optima.

<table>
<thead>
<tr>
<th>V</th>
<th>F</th>
<th>(a_p)</th>
<th>Q</th>
<th>(E(Q)/\sigma_{(Ra)})</th>
<th>Ra</th>
<th>(E(Ra)/\sigma_{(Ra)})</th>
<th>(\Delta v_{max})</th>
<th>(\Delta r_{vibration})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical optimum</td>
<td>240.80</td>
<td>0.36</td>
<td>2</td>
<td>173.37</td>
<td>4.20</td>
<td>2.57</td>
<td>2.57</td>
<td>-3.64</td>
</tr>
<tr>
<td>Robust optimum</td>
<td>242.10</td>
<td>0.33</td>
<td>2</td>
<td>146.02/5.53</td>
<td>3.44/0.12</td>
<td>21.08</td>
<td>15.32</td>
<td></td>
</tr>
</tbody>
</table>

\(\Delta v_{max}\): margins between obtained optima and classical boundaries of feasible domain,
\(\Delta r_{vibration}\): margins between obtained optima and robust boundaries of feasible domain.

**Figure 6.** Representation of “classical” and “robust” solutions for \((a_p = 2 \text{ mm})\) respectively in the “classical” and “robust” feasible spaces.

\(A_{max}\) and maximize productivity (roughing). But, it is recommended to work with the minimum values of feed and maximum values of the cutting speed to minimize surface roughness (finishing). The optimum obtained from the Pareto front without consideration of uncertainties (red squares) are within the “classical” feasible domain. In theory, the constraints imposed are compiled with a difference \(\Delta v_{max} = 2.57 \text{ m/s}^2\) (Table 4) compared to the level of maximum acceleration \(A_{max}\) for the classical optimum of cutting parameters (240.8 m/s, 0.36 mm/rev, 2 mm).

However, taking into account uncertainties in the formulation of our problem (Eq. (8)) shows that the classical solutions of Pareto front are not reliable or robust because they are outside the feasible new field called “robust space”. Thus, the same classical optimum (240.8 m/s, 0.36 mm / rev, 2 mm) leads to a default 3.64 m/s² compared to the level of maximum accelerations imposed. Therefore the actual limitations defined with taking into account the wear and the tool deformations are raped.

With the developed genetic algorithm incorporating Monte Carlo simulations, robust optima that take into account the variability of the cutting parameters have been obtained. Indeed, for the robust optimum (242.10 m/s, 0.33 mm/tr, 2 mm), the practical limitations (noise on vibration and maximum advance) are complied with a difference \(\Delta r_{vibration} = 15.32 \text{ m/s}^2\) (Table 4) relative to the level of the maximum acceleration.

However, a compromise can be made to obtain the robust optima regarding the constraints imposed and efficient optima regarding the objectives by adjusting the penalty factor \(\beta\).

According with the literature, the penalty factor \(\beta = 3\) in the developed genetic algorithm is chosen. Therefore the robust optima obtained give a good satisfaction for respect of robust constraints imposed and objectives (Fig. 6).

A narrowing of the robust feasible space is noted with the increasing of penalty factor, wear and displacement of the tool. Indeed, an overestimate of the uncertainty interval of uncontrollable parameters can lead to a mediocre efficiency of optima, and the neglect of variability leads to unreliable results.

Taking into account the uncertainties shows us that for a productivity \((Q = 152.2 \text{ cm}^3/\text{min})\) is accompanied with a real roughness “robust” 4.53 \(\mu\text{m}\) instead of a theoretical roughness “efficient” 2.77 \(\mu\text{m}\) (Fig. 7). The robustness and efficiency are two contradictory concepts, where a compromise must be made to satisfy both sides (Table 4).

**8. Conclusion**

Through the design of experiments and multiple linear regressions, we have the relationship between cutting parameters and the variables of interest by the substitution models that have helped us to set the objectives and constraints of our robust optimization problem. By introducing the uncertainties inherent in tool wear and its deflection in the developed optimization algorithm, we obtained “robust” optima for the problem raised.

The developed genetic algorithm incorporating the Monte-Carlo simulation has achieved a compromise...
between robustness and efficiency of the solutions well as to approach the reality of the cutting process. Indeed, we observed that efficient “classical” solutions are not reliable, with an overrun of \(3.64 \text{ m/s}^2\) above the level of acceleration allowed. Through the robust optimization algorithm with MC-GA algorithm the imposed limitations of acceleration allowed. Through the robust optimization Ra a robust (realistic) surface roughness with “classical” and “robust” Pareto fronts, we deduced that reliable, with an overrun of \(4.53 \mu\text{m}\) but less efficient can be obtained by taking into account the wear and deflection of the cutting tool unlike that provides deterministic and classical optimization with an efficient roughness \(Ra = 2.77 \mu\text{m}\) for the same productivity level \(Q = 152.2 \text{ cm}^3/\text{min}\).
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