Abstract. The static and the dynamic behaviours of a MEMS subjected to thermoelastic and squeeze film effects have been investigated. Major attention is initially devoted to the modeling of this multi-physics system, including mechanical, electrical, thermoelastic and fluid dynamics behaviours, and their couplings. Then, static solutions have been obtained numerically by a finite-difference technique. Finally, an analysis of the vibrations is performed, and the complex natural frequencies are determined. The real part is related to the oscillatory behaviour, while the imaginary part provides the overall damping of the system.

1 Introduction

The analysis of the linear and nonlinear dynamics of Micro- and Nano-Electrical-Mechanical-Systems (commonly known as NEMS and MEMS, respectively) have been largely investigated in the recent past [1] due to the increasing interest toward this particular class of dynamical systems.

The practical importance arises from a variety of applications in challenging areas of research and development, where using MEMS enables very smart solutions unavailable with other technologies. Some examples of MEMS are accelerometers [2], inertial sensors [3], chemical sensors [4], filters and oscillator [5].

From a theoretical point of view, on the other hand, the interest is focused on modeling [6-9] and on the analysis of the response [10, 11]. In the latter case the goal is often that of accurately determining [12] and controlling [13] the static and the dynamic pull-in threshold, which could or could not be an unwanted phenomenon depending on the application at hand, and in fully understanding the overall dynamical behaviour in order to improve the performances of the system [1].

One of the crucial points of the modeling activity is related with the multi-physics nature of the system, which includes mechanical behaviour and electrical actuation, which are the basic “ingredients” of any MEMS, and possibly thermoelastic [14-16] and squeeze film (fluid dynamics) [17,18] effects, which play a key role in certain applications, such as, for example, in MEMS operating in non vacuum environments [19].

Thermoelastic and squeeze film effects are the main sources of energy dissipation, and thus they significantly affect the quality factor (which is inversely proportional to the overall damping) and the performances of MEMS. Thus, when present in real cases, they need an accurate modeling in order to properly predict the effective behaviour.

Although they have been repeatedly analyzed [1], to the best of our knowledge they have been never considered jointly, both in modeling and in simulations, a fact that constitutes the main goal of this paper, which is a first report of a more general work which is still in progress.

2 The model

We consider the rectangular microbeam illustrated in figure 1, which is supposed to be fixed at both ends. In between the beam and the substrate there is a fluid, whose dynamics is influences by the motion of the beam.

![Fig. 1. The microbeam.](https://example.com/microbeam.png)

This section is devoted to the determining to the coupled partial differential equations governing the planar dynamical behaviour. Since there are 4 fields (mechanical, electrical, thermoelastic and fluid dynamics) involved in the problem, we divide the section in 4 subsections.
2.1 Mechanical behaviour of the beam

From a purely mechanical point of view, the beam is considered within the Euler-Bernoulli approximation, i.e. unshearable and with cross-section remaining orthogonal to the axis of the beam.

The governing equation is then [20]

\[ \rho b d^2 v \over dt^2 + E I {\partial^4 v \over \partial x^4} + \dot{\epsilon} {\partial v \over \partial t} + 2 M_h \partial^2 v \over \partial x^2 = \]

\[ EA \left( \frac{1}{2L} \int_0^L \frac{\partial v}{\partial x} \over dx \right) + f_v + f_p, \tag{1} \]

where \( v \) is the transversal displacement, \( \rho \) is the mass density, \( b \) and \( d \) are the cross section dimensions (see figure 1), \( E I \) is the bending stiffness, \( L \) is the length of the beam, \( N \) is the axial load. Furthermore, we have that \( M_h \) is the distributed moment due to temperature, \( f_v \) and \( f_p \) are the transverse loads per unit length due to electrical and fluid dynamics effects. These three latter terms represent the coupling of the mechanical behavior with the others three physical fields.

In (1) the axial inertia has been neglected, so that the axial displacement \( \epsilon_x \) has been condensed in the classical way, the material is linear elastic, and the geometrical nonlinearity is considered only in computing the elongation. It is expanded up to the third order, and it is represented by the integral term between brackets.

The boundary conditions are

\[ v = 0, \quad {\partial v \over \partial x} = 0 \text{ at } x = 0 \text{ and } x = L. \tag{2} \]

2.2 Electrical behaviour

The system constituted by the beam, which is flat in the unstressed configuration, and the lower electrode (substrate), which is placed directly underneath the microbeam at a rest distance, is a capacitor.

The time varying gap \( H(x,z,t) = h - v(x,z,t) \) is assumed to be smaller than the beam length \( L \). This entails the electrical field to be approximately constant along the beam axis. With this hypothesis, the field equation can be solved in closed form, leading to

\[ f_e = -{1 \over 2} \varepsilon_0 \varepsilon \frac{ehv^2}{(h-v)^2}, \tag{3} \]

where \( \varepsilon = \varepsilon_0 \varepsilon_r \), \( \varepsilon_0 \) is the dielectric constant in the free space, \( \varepsilon_r \) is the relative permittivity of the gap space medium with respect to the free space, \( V = V_{dc} + V_{ac}(t) \) is the voltage difference between the beam and the electrode, \( V_{dc} \) and \( V_{ac}(t) \) being the electrostatic and the electrodynamical voltages.

The voltage \( V \) is assumed to be known, so that the electric field does not introduce a new equation in the problem. Eq. (3) is strongly nonlinear with respect to the unknown \( v \), this being at the base of the most important mathematical difficulties arising with the MEMS dynamics.

The pull-in condition \( v = h \) corresponds to an infinite force acting on the microbeam, which is clearly a mathematical limit of a physical situation in which the beam gets in contact with the substrate. In some cases this is an unwanted situation (short circuits), which could even destroy the MEMS, while in other cases it is useful (e.g. in switches).

Since the length of the beam is assumed to be large enough, we neglect the fringing effects of the electric field at the edges of a plate capacitor.

2.3 Thermoelastic behaviour of the beam

In some types of MEMS the loss of energy due to thermoelastic effect could be important. The phenomenon is strictly related to the frequency of the vibrations. When the period of the oscillations is much larger or much smaller than the thermal relaxation time, we are in isothermal or in adiabatic frameworks, respectively, and the thermal losses are often negligible.

For comparable periods, thermoelastic damping is a fundamental dissipation mechanism that is inherent to the system and cannot be eliminated, and thus must be carefully modeled in order to detect its effects.

The constitutive law for an isotropic thermoelastic beam is

\[ \sigma_x = E \epsilon + E k y - \beta \theta, \tag{4} \]

where \( E \) is the Young modulator, \( k \) is the axial elongation of the axis of the beam, \( \beta = E a \) is the thermal stress coefficient, \( a \) is the linear thermal-expansion coefficient, \( \theta = T - T_0 \) is the difference between the actual, \( T \), and the reference, \( T_0 \), temperatures.

From (4) it is easy to compute

\[ M_h = b \beta \int_0^a \frac{d}{d} \theta y dy. \tag{5} \]

We need the evolution equation for \( \theta \), since it is neither constant nor known. The thermodynamics laws \( dL = dI - \delta Q \) and \( \delta Q = T dS \) (\( L \) is the work, \( I \) is the internal energy, \( Q \) is the heat, and \( S \) is the entropy) provide (\( \sigma_{ij} \) and \( \epsilon_{ij} \) are the stress and strain tensors, respectively)

\[ \sigma_{ij} d \epsilon_{ij} = dI - T dS. \tag{6} \]

We have \( S = S(\epsilon_{ij}, T), I = I(\epsilon_{ij}, T) \) and \( Q = -q_{ij} \), where internal heat sources are disregarded, \( q_i \) is the local heat flux density, and the dot represents derivative with respect to time.

According to the Lord-Shulman [21] or Maxwell-Cattaneo [22] theories, in the isotropic case \( q_i \) and \( T \) are related by

\[ q_i + t_0 q_i = -k T_i, \tag{7} \]

where \( t_0 \) is the relaxation time and \( k \) is the thermal
conductivity. Clearly (7) is an extension of the classical Fourier law, which is obtained for \( T_0 = 0 \).

After some manipulations we get from the previous equations

\[
k \theta_{\mu} = c_e \rho \theta + t_0 c_e \rho \bar{\theta} + T_0 \left( 1 + \frac{\rho}{T_0} \right) \beta \varepsilon_{ii} +
\]

where \( c_e = \frac{\tau}{\rho} \frac{\partial s}{\partial T} \) is the specific heat capacity. Assuming \( \theta / T_0 \) small we get

\[
k \theta_{\mu} = c_e \rho \theta + t_0 c_e \rho \bar{\theta} + T_0 \beta \varepsilon_{ii} + t_0 T_0 \beta \varepsilon_{ii}.
\]

(8)

In the beam we have only \( \varepsilon_{x} = -y \frac{\partial^3 \nu}{\partial x^3} \), so that (9) becomes

\[
k \left( \frac{\partial^2 \theta}{\partial x^2} + \frac{\partial^2 \theta}{\partial y^2} \right) = c_e \rho \frac{\partial \theta}{\partial t} + t_0 c_e \rho \frac{\partial \theta}{\partial t} - T_0 \beta y \frac{\partial^3 \nu}{\partial x^2 \partial t} -
\]

\[
t_0 T_0 \beta y \frac{\partial^3 \nu}{\partial x^2 \partial t^2}.
\]

(10)

To further simplify (10), we assume that, due to the small thickness of the beam, the temperature profile can be approximated as

\[
\theta(x, y, t) = \bar{\theta}(x, t) \sin \left( \frac{2\pi y}{d} \right),
\]

(11)

which fulfills the boundary conditions \( \theta' = 0 \) at \( y = \pm d/2 \). Inserting (11) in (10), multiplying by \( b y \), integrating in \( y \) from \( -d/2 \) to \( d/2 \) and remembering the definition (5) of \( M_h \) we get

\[
k \left[ \frac{\partial^2 M_h}{\partial x^2} - \left( \frac{\partial}{\partial x} \right)^2 \right] M_h = c_e \rho \frac{\partial M_h}{\partial t} + t_0 c_e \rho \frac{\partial^2 M_h}{\partial x^2} -
\]

\[
T_0 \beta y \frac{\partial^3 \nu}{\partial x^2 \partial t} - t_0 T_0 \beta y \frac{\partial^3 \nu}{\partial x^2 \partial t^2}.
\]

(12)

where \( J = \int_{-d/2}^{d/2} y^2 \, dy = d^3 / 12 \). The previous expression is the governing equation in the thermal bending unknown \( M_h \).

2.4 Dynamics of the fluid between the beam and the substrate

In between the two plates of the capacitor there is a fluid, which actually is a gas, commonly the air. When the beam moves down toward the substrate tends to "squeeze" out the fluid, while when it moves up it tends to "suck" in the fluid from the lateral sides of the capacitor.

To model this phenomenon, we initially assume that along the gap (y-direction) the velocity is parabolic, and that the fluid always remains in contact with the beam during the motion.

The pressure \( p(x, z, t) \) of the fluid is governed by the Reynolds equation [17]

\[
\frac{\partial}{\partial x} \left( p H^3 \frac{\partial \bar{p}}{\partial x} \right) + \frac{\partial}{\partial z} \left( p H^3 \frac{\partial \bar{p}}{\partial z} \right) = 12 \bar{\eta} \frac{\partial (pH)}{\partial t},
\]

(13)

where \( \bar{\eta} \) is the effective viscosity and

\[
H(x, t) = h - \nu(x, t),
\]

\[
\bar{p}(x, z, t) = p(x, z, t) - p_a,
\]

(14)

are the time varying gap and the time fluctuating pressure, \( p_a \) being the initial static pressure, which could be the atmospheric one in some cases. In (1) it is \( f_p = \bar{p} \).

Inserting (14) in (13) and taking only the linear terms in \( \bar{p} \) and \( \nu \) we obtain

\[
h^3 p_a \frac{\partial^2 \bar{p}}{\partial x^2} + h^3 p_a \frac{\partial^2 \nu}{\partial x^2} = 12 \bar{\eta} \left( h \frac{\partial \bar{p}}{\partial t} - p_a \frac{\partial \nu}{\partial t} \right).
\]

(15)

If we further neglect the dependence of \( \bar{p} \) with respect to \( z \), since the length \( b \) in the z direction is much smaller than the length \( L \) in the x direction, we get

\[
\frac{\partial^2 \bar{p}}{\partial x^2} = \frac{12 \bar{\eta}}{h^3 p_a} \left( h \frac{\partial \bar{p}}{\partial t} - p_a \frac{\partial \nu}{\partial t} \right),
\]

(16)

which is the governing equation for \( \bar{p} \).

2.5 Governing equations

Summarizing the results of the previous subsections, the system of three partial differential equations in the three unknowns \( \nu(x, t) \), \( M_h(x, t) \) (which becomes \( \theta(x, t) \) in dimensionless form) and \( \bar{p}(x, t) \), is, in dimensionless form,

\[
\frac{\partial^2 \nu}{\partial x^2} + \frac{\partial^2 \nu}{\partial z^2} + c \frac{\partial \nu}{\partial t} + B \frac{\partial^2 \nu}{\partial x^2} =
\]

\[
= \left[ A_1 \frac{\partial^2 \theta}{\partial x^2} + A_2 \frac{\partial^2 \theta}{\partial t} + A_3 \frac{\partial^2 \theta}{\partial z^2} - A_4 \frac{\partial^2 \nu}{\partial x^2 \partial t} - A_5 \frac{\partial^2 \nu}{\partial z^2 \partial t} \right] = 0;
\]

\[
\frac{\partial^2 \bar{p}}{\partial x^2} = \sigma \left( \frac{\partial \bar{p}}{\partial t} - \frac{\partial \nu}{\partial t} \right).
\]

(17)

The associated boundary conditions at \( x = 0 \) and \( x = 1 \) are instead

\[

\quad \nu = 0, \frac{\partial \nu}{\partial x} = 0, \theta = 0 \quad \text{and} \quad \frac{\partial \bar{p}}{\partial x} = 0.
\]

(18)

3 Results

In this section the static deflection and the frequency linear oscillations are considered. The dynamic voltage, which constitutes the excitation, is, therefore, vanishing, \( V_{ac}(t) = 0 \).

3.1 Solution strategy

To start with the steady-state case, we neglect the time derivatives in (17), obtaining
\[ \frac{\partial^2 v_0}{\partial x^2} + \beta \frac{\partial^2 \Theta_0}{\partial x^2} = \left[ \alpha_1 \int_0^1 \frac{\partial v_0}{\partial x} \, dx + N \right] \frac{\partial^2 v_0}{\partial x^2} + \alpha_2 \frac{v_0}{(1-v_0)^2} - p_n p_s; \]
\[ - \frac{\partial^2 \Theta_0}{\partial x^2} + A_2 \Theta_0 = 0; \]
\[ \frac{\partial^2 p_s}{\partial x^2} = 0. \]  
(19)

Solving the second and the third equations together with the boundary conditions (18) provides \( p_s = \text{const} \), \( \Theta_0 = 0 \), and then
\[ \frac{\partial^2 v_0}{\partial x^2} = \left[ \alpha_1 \int_0^1 \frac{\partial v_0}{\partial x} \, dx + N \right] \frac{\partial^2 v_0}{\partial x^2} + \alpha_2 \frac{v_0}{(1-v_0)^2} - p_n p_s. \]  
(20)

\( p_s \) is the given static pressure of the fluid between the beam and the substrate, and practically corresponds to the difference of pressure below and above the beam. In the following we assume that this difference is zero, \( p_s = 0 \).

Equation (20) has been solved numerically by a finite-differences scheme and by a Newton-Raphson self-made algorithm.

As a second step we compute the linear oscillations around the nonlinear static configuration \( v_0 \). With this in mind, we look for a time-varying solution in the form
\[ v(x,t) = v_0(x) + v_1(x) \cos \omega t + v_2(x) \sin \omega t, \]
\[ p(x,t) = p_0(x) \cos \omega t + p_1(x) \sin \omega t, \]
\[ \Theta(x,t) = \Theta_0(x) \cos \omega t + \Theta_1(x) \sin \omega t, \]  
(21)

where \( \omega \) is the complex frequency of oscillation. The real part is related to the period of oscillation, while the imaginary part is related to the overall damping.

Inserting (21) in (17), neglecting the nonlinear terms, and equating to zero the coefficients of \( \cos \omega t \) and of \( \sin \omega t \) we obtain the systems of 6 homogenous ordinary differential equations:
\[ -\omega^2 v_0 + v_1 \cos \omega t - \omega \alpha_1 v_1 \sin \omega t + \beta \Theta_0 = 0; \]
\[ = \left( 2\alpha_1 \int_0^1 v_0 \, dx \right) v_1 \cos \omega t + \left( \int_0^1 (v_0)^2 \, dx + N \right) v_1 \sin \omega t + \]
\[ + 2\alpha_2 \frac{v_0^2}{(1-v_0)^2} v_1 = 4 \alpha_2 \frac{v_1^2}{(1-v_0)^2} v_1 - p_n p_s; \]
\[ -\omega^2 v_0 + v_1 \cos \omega t + \omega \alpha_1 v_1 \sin \omega t + \beta \Theta_0 = 0; \]
\[ = \left( 2\alpha_1 \int_0^1 v_0 \, dx \right) v_1 \cos \omega t + \left( \int_0^1 (v_0)^2 \, dx + N \right) v_1 \sin \omega t + \]
\[ + 2\alpha_2 \frac{v_0^2}{(1-v_0)^2} v_1 = 4 \alpha_2 \frac{v_1^2}{(1-v_0)^2} v_1 - p_n p_s; \]
\[ p_0'' = -\omega \sigma(p_0 - v_0); \]
\[ p_1'' = -\omega \sigma(p_1 - v_1); \]
\[ \omega A_1 \Theta_0 + (A_2 - \omega^2 A_3) \Theta_A - \Theta_0 - \omega A_4 v_0'' + \]
\[ \omega^2 A_5 v_0'''' = 0; \]
\[ -\omega A_1 \Theta_0 + (A_2 - \omega^2 A_3) \Theta_A - \Theta_0 + \omega A_4 v_0'' + \]
\[ \omega^2 A_5 v_0'''' = 0, \]  
(22)

where prime means derivative with respect to \( x \). The solution of (22) is too much involved to be determined in closed form, and so it is sought in the form
\[ v_A(x) = \sum_{n=1}^M a_{1n} \varphi_n(x), \]
\[ \Theta_A(x) = \sum_{n=1}^M a_{2n} \varphi_n(x), \]
\[ p_A(x) = \sum_{n=0}^M c_{1n} \cos(n \pi x), \]
\[ v_B(x) = \sum_{n=1}^M a_{2n} \varphi_n(x), \]
\[ \Theta_B(x) = \sum_{n=0}^M b_{2n} \sin(n \pi x), \]
\[ p_B(x) = \sum_{n=0}^M c_{2n} \cos(n \pi x), \]  
(23)

where \( \varphi_n(x) \) is the \( n \)-th eigenfunction of the problem
\[ \varphi_n''' - A_2^2 \varphi_n = 0 \]  
(24)

with boundary conditions
\[ \varphi_n(0) = \varphi_n(1) = \varphi_n'(0) = \varphi_n'(1) = 0. \]  
(25)

Equation (24) is clearly a simplification of (22)_1,2, and it is chosen because the solution can be written in closed form and, being self-adjoint, the \( \varphi_n(x) \) are orthogonal.

By applying the Galerkin method we arrive at a homogenous linear algebraic system in the \( 6M \) unknowns \( a_{1n}, a_{2n}, b_{1n}, b_{2n}, c_{1n}, c_{2n} \). Equating to zero the determinant of the associated \( 6M \times 6M \) matrix provides the characteristic equation whose solutions are the frequencies \( \omega \in \mathbb{C} \). The localization of the solution is quite difficult, and it has been obtained by using a corollary of the residues theorem.

### 3.2 A numerical example

In this section we consider a numerical example referring to the physical parameters of Table 1.

The dimensionless parameters appearing in (17) follows from those of Table 1 and are reported in Table 2.

In the following simulations we keep fixed all the parameters of Table 2, apart from the damping \( c \) and the coupling parameters \( \beta \) and \( p_n \) which varies from 0 to the values reported in Table 2, i.e. we assume
\[ \alpha_1 = 10.4, \quad \alpha_2 = 3.34 \cdot 10^6, \quad p_n = 9.5 \cdot 10^4, \quad s \in [0,1]. \]  
(26)

For \( s = 0 \) we have an undamped case (see eq. (17)), so that the frequencies are real. The first six are
\[ \omega_1 \text{ (undamped)} = 22.23 \quad \omega_2 \text{ (undamped)} = 61.70 \]
\[ \omega_3 \text{ (undamped)} = 120.89 \quad \omega_4 \text{ (undamped)} = 199.80 \]
\[ \omega_5 \text{ (undamped)} = 298.57 \quad \omega_6 \text{ (undamped)} = 416.99. \]  
(27)

For \( s = 1 \) we instead have the most damped case (in the considered simulations), and the first six complex
frequencies are

\[ \omega_1 \text{damped} = 96.8 + i 5.3 \]
\[ \omega_2 \text{damped} = 223.2 + i 5.5 \]
\[ \omega_3 \text{damped} = 242.6 + i 6.5 \]
\[ \omega_4 \text{damped} = 293.2 + i 10.4 \]
\[ \omega_5 \text{damped} = 364.4 + i 22.4 \]
\[ \omega_6 \text{damped} = 466.2 + i 52.01. \]  

\[(28)\]

**Table 1.** The physical parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Dimension</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h )</td>
<td>( 1.7 \times 10^{-6} )</td>
<td>m</td>
<td>Initial gap</td>
</tr>
<tr>
<td>( d )</td>
<td>( 1.4 \times 10^{-6} )</td>
<td>m</td>
<td>Beam thickness</td>
</tr>
<tr>
<td>( b )</td>
<td>( 25 \times 10^{-6} )</td>
<td>m</td>
<td>Beam width</td>
</tr>
<tr>
<td>( L )</td>
<td>( 400 \times 10^{-6} )</td>
<td>m</td>
<td>Beam length</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( 8.854 \times 10^{-12} )</td>
<td>( C^2/(N \cdot m^2) )</td>
<td>Dielectric constant</td>
</tr>
<tr>
<td>( E )</td>
<td>( 1.66 \times 10^9 )</td>
<td>( N/m^2 )</td>
<td>Young Modulus</td>
</tr>
<tr>
<td>( N )</td>
<td>0.00011</td>
<td>( N )</td>
<td>Axial load</td>
</tr>
<tr>
<td>( \dot{c} )</td>
<td>0.02</td>
<td>((N s)/m^2)</td>
<td>Mechanical damping</td>
</tr>
<tr>
<td>( \rho )</td>
<td>2332</td>
<td>( kg/m^3 )</td>
<td>Beam density</td>
</tr>
<tr>
<td>( p_0 )</td>
<td>( 6 \times 10^9 )</td>
<td>( Pa )</td>
<td>Initial static pressure</td>
</tr>
<tr>
<td>( \eta )</td>
<td>( 1.82 \times 10^{-5} )</td>
<td>( (N s)/m )</td>
<td>Effective viscosity</td>
</tr>
<tr>
<td>( c_s )</td>
<td>712</td>
<td>( J/(kg \cdot K) )</td>
<td>Specific heat capacity</td>
</tr>
<tr>
<td>( k )</td>
<td>148</td>
<td>( W/(m \cdot K) )</td>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>( 0.2 \times 10^{-9} )</td>
<td>s</td>
<td>Relaxation time</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>300</td>
<td>( K )</td>
<td>Reference temperature</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( 3.34 \times 10^6 )</td>
<td>( kg/(m \cdot K \cdot s^2) )</td>
<td>Thermal stress coefficient</td>
</tr>
<tr>
<td>( V_{dc} )</td>
<td>0.5</td>
<td>( V )</td>
<td>Electrostatic voltage</td>
</tr>
</tbody>
</table>

**Table 2.** The dimensionless parameters.

<table>
<thead>
<tr>
<th>( \alpha_1 = 8.8 )</th>
<th>( \alpha_2 = 0.6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N = 10.7 )</td>
<td>( c = 10.4 )</td>
</tr>
<tr>
<td>( \beta = 3.34 \times 10^6 )</td>
<td>( A_1 = 38.2 )</td>
</tr>
<tr>
<td>( A_2 = 805 \times 10^{-3} )</td>
<td>( A_3 = 1.6 \times 10^{-4} )</td>
</tr>
<tr>
<td>( A_4 = 1.47759 \times 10^{-6} )</td>
<td>( A_5 = 1.007 \times 10^{-18} )</td>
</tr>
<tr>
<td>( p_n = 9.5 \times 10^4 )</td>
<td>( \sigma = 4.29 \times 10^3 )</td>
</tr>
</tbody>
</table>

Since the precision of the solution obviously depends on the number \( M \) of the considered eigenfunctions in (23), a convergence analysis is illustrated in figure 2, where it is shown that with \( M = 7 \) we obtain an adequate accuracy in the considered range.

The first five complex frequencies for increasing \( s \) are reported in figure 3. The left ending points of each path are given in (27), while the right ending points in (28). The five paths are regular and qualitatively similar, although that of \( \omega_1 \) is more curved than the others.

When the coupling increases, the imaginary part increases as well, so that the overall damping increases and the quality factor decrease, as expected. With the present analysis we are able to quantitatively determine the reduction of the performances of the MEMS.

The real part increases as well, meaning that the thermoelastic and fluid dynamics effects strongly influence also the oscillatory behavior. This is especially true for low frequencies, while for high frequencies the paths tend to become vertical, i.e. the lower periods weakly depend on the damping.

It is worth to remark that, for fixed values of the parameters, the overall damping increases with the order of the frequency.

From figure 3 we see that the paths of \( \omega_2 \) and \( \omega_3 \) get closer and closer, suggesting that for larger parameters an internal resonance might be possible.

![Fig. 2. The convergence analysis for the first (top panel) and the second (bottom panel) frequency for increasing \( s \) and for increasing number \( M \) of considered eigenfunctions.](image)

![Fig. 3. The first five complex frequencies for increasing values of \( s \).](image)

4 Conclusions and further developments

The governing equations of a generic MEMS device subjected to thermoelastic and squeeze film damping have been obtained. The multi-physics nature of the
The problem has been stressed, and the coupling terms analyzed.

The (complex) frequencies of the damped free oscillations around a static nonlinear configuration have been determined by numerically solving the static nonlinear problem, and by the Galerkin method in the dynamic part.

The results presented in this paper are preliminary, since they are part of a work which is still in progress. In addition to performing further simulations, for example by doing a systematic parametric analysis, by considering the influence of the nonlinear static deformation, etc., various other developments are worthy. Among them we think important a proper account of:

1) the thermoelastic behavior not only of the beam, but also of the fluid between the plates of the capacitor;
2) full three dimensionality of the problem, using for example the Kirchhoff-Love plate theory;
3) the nonlinear effects around resonance, by determining the amplitude dependent nonlinear frequencies and, in the forced case, the bending of the frequency response curve.

These are left for future works.
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